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HYBRID OPTICAL/DIGITAL ARCHITECTURE

FOR DISTORTION INVARIANT PATTERN RECOGNITION

I. TNTRODUCTION

Machine intelligence for pattern recognitiJn has 

been a dream of both industrial and military eng~ne-.

Imagine a robot on a flight line capable of autonooou;i-v

navigating its way between and through various :- ainterni ve

tasks. How about a smart satellite that could not on'' :cir.

the earth's surface for enemy mrovement, but could also ilert

one of potential aggressive acts? Perhaps v-e could even

develop a tactical fighter nis. ile that locates and .;'-

its target based on the target's shape (as opposed to t

temperature like the easily confused heat seeking missile.

A patt,,rn recognition system that works well in a rIia o,

uncontrolled environmental conditions is the essential

missing component for these and many other intelligent

systems.

To be effective for these applications, a pattern

recognition system must work regardless of the target's

illumination, position, scale and orientation, or its

partial obstruction by scene clutter. It must provide

results in near real time, with a high probabi I ity oi ta,-. t

detection as well as a lo,; prob<ibility of fals, al i-m.

Over the years, much has been written about the div,,-!,



field of pattern recognition. To date, this work has

yielded techniques thac solve onl the simplest "toy

problems." The majority of techniques showing any promise

employ sophisticated computer algorithms requiring large

computers and long calculation times. Unlike the many

pattern recognition techniques employing complex ccmputer

algorithms, optical information processing does not require

large scale computers, and can potentially give results at

the speed of light.

1.1 Background

In his classic text Introduction to Fourier Optics,

Joseph W. Goodman discusses a number of processes that are

the usual points of reference for all discussion concerning

optical information processing. He discusses the Fourier

transforming property of lenses [1:83-90], the Vander Lugt

filter [1:171-177], and the joint transform correlator

[1:194]. He also suggests that the well known matched

filter correlator is extremely sensitive to changes of scale

or rotation of scene objects with respect to a reference

template [1:183-184].

Employing coordinate transformations, David Casasent

and Demetri Psaltis of Carnegie Mellon Uniiersity discovered

that they could improve the probability of detection of

rotated and scaled objects. They used a computer generated

hologram (CGH) to transform light intensity distributions

from x-y coordinates to log-polar coordinates (logarithm of

2



the radial co'rdinate). Using these features they were able

to employ matched filter correlation that was bo:h rotation

and scale invariant [2:77-84]. However, even though they

could decide whether or not a rotated and scaled cbject was

in a particular scene, they could not locate it.

Under the direction of Major Steven Rogers, Dr. Matthew

Kabrisky, and Lieutenant Colonel James Mills, thesis

students at the Air Force Institute of Technology (AFIT)

have continued to pursue pattern recognition techniques that

are both scale and rotation, as well as position invariant

[3]. Horev proposed a technique [4] implemented as a

computer algorithm by Kobel and Martin [5] that provided all

of these features. Schematically pictured in Figure 1, this

technique first performed the two dimensional Fourier

transform (FT) on the input object, then performed the log-

polar coordinate transformation (LPCT) on the magnitude of

the Fourier transform (IFTI2), followed by correlation with

a template. Casasent and Psaltis proposed an optical

implementation of these few steps, but the Kobel-Martin-

Horev (KMH) algorithm didn't stop there. Using the

correlation data, they found the proper scale and rotation

of the target within the scene, and rectified (corrected)

the template to reflect these. This, coupled with some

additional processing, allowed them to locate the target.

Troxel augmented the KMH algorithm with artificial

neural network processing to perform target recognition on

range imagery [6]. Using features that described the shape

3
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of autocorrelations and crosscorrelations of target objects,

his multilayer perceptron was trained to classify various

targets. However, like Kobel, Martin and Horev's work, his

algorithm was far too slow to be considered much more than

an interesting result.

The need to reduce the computational load on this

pattern recognition technique was paramount if it was to

have any application. The obvious choice at AFIT was to

attempt an optical implementation of the KMH algorithm. One

optical architecture was originally suggested by Miazza [7].

The greatest hardware requirements for this architecture

were two types of spatial light modulators (SL21s), a

magneto-optic SLM (MOSLM) and a liquid crystal light valve.

These devices were still in developmental stages, so they

were very expensive, in fact, AFIT has yet to receive

adequate financial support to purchase the liquid crystal

light valve. However, that has not halted research here.

Using the Casasent-Psaltis technique, Mayo implemented

the LPCT of various objects. He began his work using a

Litton MOSLM as an input image device, but had to return to

glass slides when the device failed [8]. This first attempt

set the foundation for further developments by Childress and

Walrond [9]. Their work aiffered from Mayo's in that they

performed the LPCT of the IFT! 2 of input images, not just

the LPCT of the images themselves. Moreover, they verified

that correlation in this LPCT-IFTI2 space could provide the

proper scale and rotation for template rectification.

5



However, their research stopped short of using this scale

and rotation information to continue target identification

in the original scenes. Their work suggested the viability

of optical implementation, but they had no continuous

process (the steps were implemented piecemeal, and a

mainframe computer, as well as human judgement, .,ere

required for intermediate calculations), so they fell short

of a real time, continuous process.

The joint transform correlator (JTC) suggested by

Weaver and Goodman [10], has gained new interest in

professional publications recently. Javidi, Gregory, and

Horner [11] have done theoretical and experimental research

with both liquid crystal televisions (LCTVs) and MOSLMs.

Interest has peaked because these two devices can make

possible real time implementation of a correlator. However,

these correlators are not scale and rotation invariant.

1.2 Problem Definition

A large step in optically implementing a KMH type

pattern recognition scheme as a continuous process is the

development of a working optical correlator. This

correlator could be used to find the proper scale and

rotation as suggested by the KMH algorithm. It could then

be used to correlate the original scene (or perhaps an

enhanced scene) with a rectified template to acquire the

target's location in the scene. Once the target was

acquired the correlator could be used as a tracker.

6



1.3 Scope of Thesis

The first major goal of this thesis was to develop

software for personal computer (PC) control of the MOSLM and

the two charge coupled device (CCD) cameras connected to the

framegrabber card. Since development of techniques

applicable to real data was the goal, this process also

included preparation of available forward looking infrared

(FLIR) image data as sample input images for display on the

MOSLM. These FLIR files were eight bit grey scale arrays of

240X640 pixels, so considerable effort needed to be taken to

make them useable in a JTC that employed a binary 128X128

pixel MOSLM. The binarization of images for use in hybrid

optical systems is a major problem to be addressed, because

the techniques used for binarization can drastically affect

results.

The next goal was to implement in hardware an optical

JTC like those suggested in the publications. Using FLIR

imagery, as opposed to some sort of "toy" data, provided a

significant first step toward evaluating this technology for

practical applications. Several improvements were made upon

published designs of the JTC, and these data were used in

experiment, as well as simulation, for verification.

The final goal was to design and test a hybrid

optical/digital architecture for distortion invariant

pattern recognition. The system, pictured in Figure 2,

could potentially perform the LPCT process necessary for

7



position scale and rotation invariant (PSRI) pattern

recognition. As part of this third goal, a sample of the

CGH created by Mayo [8] and Hill [12] was compared with one

temporarily on loan from Perkin-Elmer. Correlation of test

objects using the LPCT-IFT 2 features was also performed.

1.4 Approach

Optical data flow through this architecture followed

one of two paths (see Figure 2). First binarized images

were displayed on the MOSLM by the PC. Next, the JFT 2 of

the image was detected at CCDl, and the LPCT of the image

was detected at CCD2. By throwing a manual switch, the

operator could decide which CCD camera would be connected to

the framegrabber in the PC. (This manual switch could

easily be replaced with a PC controllable one in the

future.) Once the PC had captured the data, it could

perform calculations on it, and where appropriate, display

binarized versions of these captured frames on the MOSLM.

To acquire the LPCT-IFTI2 features, a binarized image

was displayed on the MOSLM. CCD1 detected the IFTI2 of the

image and the PC displayed its binary representation on the

MOSLM. CCD2 detected the LPCT of this binarized IFTI2 and

the PC saved the frame for later use.

To perform correlation in this architecture the PC

displayed a frame on the MOSLM. This frame had a template

(t(x,y)) centered on the bottom half and a scene (s(x,y))

centered on the top half. CCDl detected the joint power

8
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spectrum, or joint transform, of t and s. The PC binarized

this joint transform and displayed it on the MOSLM. CCD1

then detected what will be called the correlation plane. On

axis was the autocorrelation of t (Ct) plus the

autocorrelation of s (Cs) . Above and below these

autocorrelations was the crosscorrelation of t and s (C,).

The PC located the correlation peaks in the

crosscorrelations, interpreted the results as candidate

target locations, (or perhaps scales and in-plane

rotations), and reported results.

Using the LPCT-IFTI2 features of a scene and a

template, correlation was to provide the proper scale and

in-plane rotation of the target in the scene. This was true

since in this feature space shifts of the correlation peak

along one axis relate to scale changes, while shifts along

the other axis relate to in-plane rotations. Using this

information, the template could be rectified to reflect

these, and correlation in the original scene space would

yield the target's location.

1.5 Overview of Thesis

This thesis is divided into six chapters and seven

appendices. The chapters are used to discuss general

concepts and results, while the appendices are reserved for

details on equipment as well as computer code.

Chapter I, this chapter, serves as an introduction to

the thesis topic. Chapter II discusses basic concepts such

10



as correlation, joint transform and coordinate

transformation, and describes in greater detail, the hybrid

architecture. Chapter III describes the JTC, discusses some

important engineering decisions associated with it, and

presents experimental results. Chapter IV describes the

LPCT and presents experimental results for both the Perkin-

Elmer sample CGH as well as the Mayo-Hill CGH. Chapter V

describes a few details concerning the PSRI architecture and

presents experimental results of the correlation of the

LPCT-IFTI2 features. Finally, chapter VI summarizes the

rcsults, pLesents conclusions, and provides recommendations

for potential future research effort.

Appendices A through C provide detailed information

concerning the MOSLM, framegrabber system, and sample FLIR

data respectively. Appendices D through F discuss the use

of tools available on various systems that may assist in

documentation. Finally, Appendix G describes software used

for equipment control for the continuous process that makes

up the hybrid system architecture.

11



II. BASIC CONCEPTS

This chapter discusses several concepts central to this

thesis. First, theoretical developments of correlation and

the joint transform correlator will be presented. Next, the

concept of a scale and rotation invariant feature space will

be presented, followed by discussion of the KMH algorithm.

Finally, the hybrid optical/digital implementation of a

variation on the KMH algorithm will be described.

2.1 Correlation

Correlation is a mathematical process that provides an

estimate of the similarity between two things. The process

is simply described in layman's terms for target

recognition. A picture of what the target looks like (known

as a template) is compared to all locations on a picture of

a much larger scene (imagine a transparent template being

passed over the scene picture). At each location a number

(the correlation) is returned that represents the similarity

between the template and the scene at that location. If tihe

scene is appropriately normalized, then at the locations

where the scene and template agree most, the correlation

will be the largest (this will be referred to as the

correlation peak), and, if the correlation peak is greater

than some threshold, that location could be identified as a

target. The shape of the correlation peak has also been

used for locating targets and is a possible alternative or

12



supplement to this threshold detection technique F61.

Distinction between autocorrelation, crosscorrelation,

and just plain correlation is necessary at this point.

Autocorrelation refers to the correlation of an object .:ithi

itself. Crosscorrelation refers to correlation of one

object with another. In most articles, use of the ..ord

correlation without a prefix will mean crosscorrelation.

Another point of confusion to look out for is the one of tic

word autocorrelation for a crosscorrelation that correctly

identifies a target. These will be avoided from here on in

this thesis.

Goodman provides this mathematical description 11: 1--

C. (x,y) : s(a,B)*t(a,) (1)

-:1.1 i~ s(cr,3) t (a-xl-y) dIi

- . K)
= 'iS(f ,fy)T f ~Y) ,(

where e and B are dummy variables, s and t are scene and

template input image intensity distributions, and S and T

their respective Fourier transforms. The symbol .

represents the inverse Fourier transform, * stands for

correlation, and means complex conjugate. The v.riabien

f, and f ar- used to represent the spatial frequencies

associated with the x and y cardinal directions. Note that

Cst represents the crosscorrelation of s and t. By

replacing t with s, the above equations would represent the

autocorrelation of the scene. However, as was mentioned in

13



chapter 1, the notation will be Cs, not C . Similarly, C.

will denote the autocorrelation of the template.

2.2 Joint Transform Correlation Theory

One way of acquiring the Cst of real valued inputs ..

suggested by Weaver and Goodman [10]. Figure 1 picture, ,

scene and a template, both displayed in a single input

plane. The scene is centered in the top half ot the p1 inc,

at a location (0,Y/2) and the template at (0,-Y;2). The

converging lens, placed exactly one focal length ,v.., tro2

the input ird output planes provides a Fourier

transformation on the input. That is to say thit it th.

input plane is a two dimensional transmission functicn, and

it is illuminated with a uniform amplitude plane wave, then

light appearing at the output plane would have

distribution equal to the Fourier Lransform of the input

plane's trinannissivity both in phase and amplit-ule. The

spatial frequencies f, and can be related to ph.sical

dimensions t)y:

' = x/\f and fy y/\f

where \ is the wavelength of light and f is the fccil

length. Fti-thermore, shifts of an object in the inrut p1,av.

results only in phase variations in the Fourier tran:tor- i:,

the output plane. These are well known facts, ind further

development can be found in any book containing chalpter cn,

Fourier optics. Therefore, no further development wi! 1 e

presented on this concept here.

14
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Given that this optical arrangement can i -

Lransform the input, and that shifts in th il;

phase differences in the output, Goodman's :.;. -

be developed. The input plane can be represcnti i 1 tl ,

equation:

i(x,y) s(x, y-Y/2) + t(x, y+Yi2)

whose Fourier transform is:
-j7Tf Y -~

I(f ,fy) = S(f,,fy) e + T(f/,/) e

However, available detectors only measure the-

light incident upon them, not the amplitudo 1n "1 11 ,

this intensity distribution can be represcnt, I i:

I(ff , *S(f,,fy) e j T(p,,fY)

S( ,,fy) I' + T(f, ) A,

+ S(f, ty)T (f ,fV) e

+ S(f ,fy)T(ft) e
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If this intensity distribution is now placed in the input

plane of this optical arrangement, the resultant output

plane will be:

O(x,y) = C((X,y)+Ct(x,y)+Cst(X,y-Y+Ct(xy+Y ) 8)

Figure 4 depicts what this output plane will look like in

general. Notice that the two crosscorrelations appear above

and below the central autocorrelations and they are offset

from the origin by the distance Y. It can be show:n that to

avoid overlap of the auto- and crosscorrelations, the input

scene and template must be separated by at least the sum of

3/2 of the larger's vertical extent plus 1/2 of the

smaller's vertical extent. This issue is important and is

discussed in greater detail in Chapter III.

y

t 
T

Y
C& Cx --

Is

Figure 4. Typical Correlation Plane
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2.3 Scale and Rotation Invariance

One weakness of crosscorrelation as a tool for locating

targets in a scene is that frequently the target may not

have the same scale or orientation as the template being

used. How much impact this might have on crosscorrelation's

ability to locate targets will vary greatly with the

application. Clearly, a circle's shape doesn't vary with

rotation. However, crosscorrelations of irregular shapes,

especially edge enhanced ones, will suffer dramatically when

the template is improperly scaled or rotated. In general,

more than a few degrees of rotation, or a few percent of

scale change will typically make a target unrecognizable by

correlation techniques. One solution to this problem would

be to crosscorrelate scenes with templates of all possible

scales and orientations. This would work, but the large

amount of processing necessary would make such a system too

slow or large to be useful.

Cassasent and Psaltis proposed a feature space that

would provide correlations that were scale and in-plane

rotation invariant [2]. They suggested that the magnitude

of the Fourier Transform be mapped in rectangular

coordinates with fLog(r) along the vertical axis, and f. along

the horizontal axis. In this feature space,

crosscorrelation would turn changes in scale to vertical

shifts and changes in-plane rotation to horizontal shifts of

the correlation peak. The problem was that although a

strong correlation peak with these features would indicate

17



the presence of a target, it would not locate it within the

scene (Not to mention that out-of-plane rotations would

still require multiple templates).

2.4 KMH Algorithm

To tackle the in-plane rotation problem, Horev used

these LPCT-IFTI2 features to determine the scale and

rotation of the target within the scene [4]. Using this

information the template was rectified to reflect the proper

scale and rotation. The amplitude of this new template's

Fourier spectrum was combined with the phase of the scene,

then inverse Fourier transformed. The result was a scene

with an enhanced target. Kobel and Martin crosscorrelated

this new scene with the rectified template to acquire the

target's location [5].

2.5 Hybrid Optical/Digital Architecture

As was mentioned in Chapter I, attempts at implementing

this algorithm in optics has occupied a number of people

here at AFIT over the last few years, but so far, only

limited results have been achieved. A hybrid

optical/digital architecture was implemented for this thesis

effort that employed the JTC discussed in section 2.2. It

also employed a CGH to perform the necessary coordinate

transformation. Two significant differences between this

architecture and the KMH algorithm are that the input device

is binary, and no capability for phase reinsertion is

provided.
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A schematic diagram of the architecture was presented

as Figure 2 in Chapter I. Figure 5, on the following page

is a flowchart of the processing performed by this

architecture. Suggestions for improvement of this

architecture are offered in Chapter VI.

2.6 Summary

This chapter discussed several concepts key to the

understanding of this thesis. Correlation was defined and

the principles of the JTC were presented. The notion of a

scale and rotation invariant feature space and the KMH

algorithm were also presented. Finally, the hybrid

optical/digital implementation of a variation of the KMH

algorithm was described.

Chapters III, IV, and V, discussing the JTC, LPCT, and

the hybrid system architecture respectively, should now be

easier to comprehend.
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Figure 5. Hybrid optical/digital architecture flo-, diagram.
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III. JOINT TRANSFORM CORRELATOR (JTC)

This chapter presents information about the JTC.

First, a summary of published material on the subject will

be presented. Next, engineering issues relating to the

implementation of the optical JTC will be presented.

Finally, theoretical and experimental results using FLIR

data will be presented. The design and implementation of a

JTC is the most significant goal of this thesis effort.

3.1 Current Knowledge

Ti 1966, Joseph W. Goodman and C. S. Weaver published

the article "A Technique for Optically Convolving Two

Functions" in Applied Optics [10] (this work was sponsored

by the USAF Avionics Laboratory). From their work using

film, the experimental JTCs employing MOSLMs, LCTVs and

deformable mirrors [13] have evolved.

More recently, a number of articles have been written

by various authors on the JTC. The attraction of this

technique of correlation is that: 1) correlation at

television frame rates (30 frames/second) is possible; and

that 2) alignment is not nearly as critical as the Vander

Lugt filtering technique [14].

In an article by Bahram Javidi (who has received

support from the Rome Air Development Center detachment

operating at Hanscomb AFB, MA, Dr. Joseph Homer), the

performance of various techniques of correlation are
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compared [15]. He concludes that a binary JTC (the Fourier

plane intensity is binarized based upon a median value

threshold) outperforms the Vander Lugt matched filter

correlator, the binary phase only matched filter correlator,

and the grey scale (or classical) JTC.

The intuitive reasoning here might be that the

binarized fringe pattern would be closer to a pure

sinusoidal pattern (actually it is more like a square wave),

which would result in sharper peaks (more like an ideal

delta function) in the correlation plane than that of the

classical JTC. Vander Lugt matched filtering should yield

results similar to the classical JTC, so the improvement

there is plausible. The reason for the improvement over the

binary phase only matched filter technique was not obvious,

but was not investigated during this thesis effort.

Also notable amongst the researchers is Don A. Gregory

(with U. S. Army Missle Command, Redstone Arsenal, Alabama),

who has performed research using LCTVs and sponsored other

work performed by Francis T. S. Yu employing MOSLMs. They

co-authored an article "Illumination dependence of the joint

transform correlation" that appeared in Applied Optics [16].

In this article, the problem of having a template that is or

a different intensity than a target within the scene is

presented. This problem has always received much attention

here at AFIT, and the AFIT solution is to locally energy

normalize the scene before trying to do any further

processing [17].
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In another article by Yu and Gregory, the ill effects

of fringe binarization are addressed [18]. The assumption

in this article was that fringes were binarized based upon

some fixed threshold value like Javidi's work. However,

that was not the case for the technique used in this thesis

(see Figure 6).

Binarization of the fringes was performed by

subtracting the intensity detected in the Fourier plane from

displaying just the scene (IS12) from that detected from

displaying both the scene and the template (IS + TI2 or the

joint transform). This difference was then compared to a

threshold. If it was greater than the threshold, then that

pixel would receive a one, if less, a zero.

This technique yielded three benefits: 1) it eliminated

Cs from the correlation plane which allowed the scene and

template to be closer togetner (refer to the mathematical

development in section 2.2 if this is not clear); 2) it

improved the quality of the fringes displayed on the MOSLM,

as will be evidenced later in this chapter, and therefore

increased the size of the crosscorrelation peaks; and 3) it

eliminated many of the false alarms and missed detections

that Yu and Gregory identified for their binarization

technique.

3.2 Engineering Issues

This section presents information relating to

e-gineering decisions made in implementing the JTC with real
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FLIR data. It is divided in six subsections: 1) Detection

Limitations; 2) MOS0L Limitations; 3) Input Data;

4) Fringe Binarization; 5) Spatial Frequency Components; and

6) Correlation Plane Interpretation.

3.2.1 Detection Limitations. In Goodman's original

setup using film, he was concerned about the ability of the

film to maintain its square law operation over a broad

dynamic range of intensities. This is also a problem for

CCD cameras. In fact, even more significant is a phenomena

known as "blooming" that was discussed by Mayo [8:37], and

reitterated by Childress and Walrond [9:23]. When a region

of the detector array is very brightly illuminated, pixels

along the horizontal axis of the array will also be excited

into saturation. For these reasons the selection of neutral

density filters to be placed in front of the camera was

critical. The decision was complicated further by the fact

that the same camera was used to detect both the Fourier

plane and the correlation plane, which typically had

different energy distributions. A trial and error technique

was employed for filter selection.

Several other sources of error occured in the detection

process. Typically, detector arrays are made up of discrete

pixel elements (the SONY model XC-38 camera used in this

experiment was a 384(H) X 491(V) array). Response of the

individual pixel elements is not identical, therefore the

first source of error is introduced. Since the camera's

output was NTSC video, an analog signal, some error must be
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occuring in the process. The AT&T TARGA framegrabber

digitized pixels into eight bit grey scale creating a

quantization error. Its array was only 400 rows X 512

columns (400X512), which represented a region on the display

monitor slightly smaller than the entire monitor in both

dimensions. Obviously, sampling errors are occuring

throughout the detection process. Noise too is being

introduced at each step along the way.

Childress and Walrond purchased a charge injection

device (CID) camera and framegrabber system that had pixel

elements in the framegrabber matched with those in the

detector array. This qPTRICON system would clearly

eliminate some of the sampling errors, and CID cameras do

not suffer from blooming either. The nonuniformity of

response would still be a problem; in fact, the provided

software includes a bad pixel file for the tamera that

accounts for some of this. Unfortunately, this expensive

system was inoperative at the start of the thesis effort,

and was committed to another thesis while repairs were being

made. Should it become available for a follow on, it should

be noted that software control of the framegrabber is not

possible without the purchase of additional custom software

from the manufacturer.

Additional information on the CCD camera and the TARGA

frameqrabber system is available in Appendix B.

3.2.2 MOSLM Limitations. For those uninitiated to

MOSLM operation, review of Appendix A is advised before
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reading this section.

Perhaps the biggest limitation in the -peration of the

MOSLM is its binary operation. Of course, Javidi does not

see this as a limitation, since his work suggests t i t

binary operation in the Fourier plane is superior. However,

a grey scale input image device, like a LCTV, might be more

versatile. The great advantage claimed by MOSLMs is that

their contrast ratio (the difference between an on and an

off pixel) is as high as 30 dB. The much cheaper LCTVs

(about $100 apiece) are steadily improving, but are not as

good. Another student a+ AFIT, Kenneth Hughes, reported a

maximum of 11 dB for the LCTVs used during his thesis

[19:41].

The MOSLM used for this thesis had only 128X128 pixels

which was also a limitation. Semetex, the manufacturer,

reports devices as large as 1024X1024 pixels. The defects

in the 128X128 pixel devices available at AFIT (that sell

for more than $10,000 apiece), suggest waiting for

technological improvements.

The device used in this thesis had two full adjacent

rows near the center that were inoperative. It also had a

pair of rows that responded to writes to the other. Several

individual pixels would be written to when not addressed,

while others would not respond to writes. Figure 7

demonistrates the effccts of these defects on a test pattern

used in the LPCT experiments of chapter IV.

Two 128X128 devices arrived at AFIT in the faill of
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Figure 7. Test pattern: a) as intended; b) as displayed on
defective MOSLM.

1988. They were factory aligned to write to one pixel at a

time instead of the optimal eight pixels at a time. The

effect here is that the devices could only operate at less

than the maximum 300 frames/second rate. Attempts at

alignment of these devices for eight pixel operation failed,

so the maximum obtainable, two pixel operation was used.

Shortly after the realignment, one of the devices began

to demonstrate eratic behavior and is now unusable.

Fortunately upon delivery of the MOSLMs, the manufacturer

had acknowledged substandard performance in that array.

They delivered a replacement array in the summer ol 1989 and

work has begun on replacing the defective array. A

valuable, but fortunately not costly, lesson has been

learned here. To increase the number of pixels that can be

written at a time, it is necessary to increase the current

to the device. As is the case with most nonlinear optic

materials, this risks destruction of the device. Although
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it is not clear whether or not that occured, one ll

ey rcise caution, and wait for the e,:perts at en t,>:

improve their technology before being concern- .

After all, these are developmental devices. insi . l lv

replacement arrays are currently running about $2,

3.2.3 Input Data. The FLIR data available .:

provided by the US Army and contained ground vehicles in

open fields. This data may be useful for testing scale

invariance in the future, but will not provide a r.listi

rotation testing capability. Future develop:nents :--(sht

include synthetic aperture radar (SAR) data, or l . n-,

data, amongst others, as candidate applications.

Several frames containing the same targets at the same

range were available. These frames were taken at iir<t

times of the day, and the targets do not occup' ti;

pixels in each frame.

The infrared images, in their original form, '<e

240X640 pixels, each represented using an eight bit grey

scale. However, close inspection of the imagery revealed

that every other line was lighter than the one adjacent t-

it. To remedy this, the imagery was reduced by _-,:o in L'tli

dimensions. This was accomplished by averaging a 7.X" pi>: I

area into 1 pixel; the resultant image would be lYK3]2Q

pixels. In fact, the software written to perform this

conversion creates a 71X320 pixel file by eliminating Ii ,:'e

rows above and be]ow the targets. Figure S pictulr, one , I

these 71X320 grey scale images (8a), as %.:ell as v\'-ius!
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binary images that should clarify the rest of this section.
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Figure 8. FLIR imagery: a) 71x320 image; b) a binarized on
scene average threshold; c) a binarized on local 3X3 average
threshold; d) c "ANDED" with b; e) a binarized on 1.5 times
scene average "ANDED" with c; f) demonstration of subscene
overlap.

Next, the images were binarized so that they could be

displayed on the MOSLM. The scene average pixel value was

used as a threshold for binarization (8b). As a localized

adaptive energy normalization technique, a local 3X3 pixel
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area's average was also used to threshold (8c). Figure 8d

was created by performing a pixel by pixel "AND" operation

of these two binary images. The resultant scene highlighted

pixels that were both brighter than their surrounding area,

as well as brighter than the average of the entire scene.

Typically, targets are much hotter than their surrounding

background, so using a value slightly larger than the scene

average in 8b would further reduce scene noise, without

deleting many target pixels, improving signal to noise ratio

(8d becomes 8e). Although software allowed for variations

of this scene threshold (say to 1.5 times the scene

average), the experimental results presented later in this

chapter will use the noisier, scene average thresholded

scenes (8d instead of 8e). This is to demonstrate the

correlator's robust performance even under less than ideal

conditions. The less noisy scenes give even higher

correlation peaks.

The software, located in Appendix C, creates four

45X128 pixel scene files for use in the JTC. This allows

for a 64 pixel overlap between files, which ensures that at

least one of the four partial scenes will contain the entire

target (8f). The reason for the restriction of 45 pixels

vertically is explained in section 3.2.4.

Templates were created by hand segmenting binarized

scenes with assistance from some software that restricted

them to an area of 29X65 pixels. Experimental results

include templates from one scene correlated with either the
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same scene, or a different scene.

3.2.4 Fringe Binarization. Redisplay of the intensity

distribution detected in the Fourier plane onto the input

device must take into account several issues. The ideal

correlation peak will be a delta function (a double delta if

both crosscorrelation regions are considered), which means

that the redisplayed Fourier plane would ideally be a

sinusoid. Unfortunately, real targets in real scenes will

not provide perfect sinusoidal interference fringes in the

Fourier plane (This isn't Young's double pinhole experiment)

and binarization will distort a sinusoid to a square wave at

best. Furthermore, the effect of redisplaying the fringes

on a pixelized device like the MOSLM will create multiple

orders of the correlation plane. These multiple orders may

overlap if intelligent display of the input images is not

exercised. By restricting the scene to just 45 rows, the

maximum separation of scene and template was small enough to

avoid this overlap.

Typically, binarization of the detected Fourier plane

is accomplished using a simple threshold. Since

interference is not generally completely destructive, many

relative lows in the fringe pattern can be missed using this

technique. This is particularly true of the frequency

components of the greatest intensity.

As was mentioned before, the techniques used during

this thesis (see Figure 6) can provide improved results.

After the scene and template are displayed together and the
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joint transform is detected in the Fourier plane, the scene

alone is displayed and its Fourier transform is detected.

The next step is to subtract the two and threshold the

difference for binarization. The effect is to highlight

pixels with constructive interference and reduce pixels with

destructive interference. The simulation presented later in

this chapter demonstrates this quite dramatically. Two

techniques of thresholding at this point were attempted

during experimentation. First, a threshold of zero was

chosen, then a threshold of the average difference was

chosen. The latter proved to be slightly superior in

experimentation.

Two additional benefits were gained from this

binarization technique. First, the effect of noise and

nonuniformity of response was reduced with the subtraction.

Second, the JSI2 term was eliminated which allowed the scene

and template to be brought closer together in the original

input frame. In fact, it was this latter result that

originally motivated trying this technique.

3.2.5 Spatial Frequency Components. Much debate over

which spatial frequencies contain the essence or Gestault of

an object has occured at AFIT [17]. In general, it is the

lower spatial frequencies that usually allow a target to be

detected since they are usually of greater amplitude, and

the higher ones that allow a target to be classified since

they carry the detail of an object.

To ensure good performance from the JTC, the focal
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length of the Fourier transforming lens (L1 of Figure 2) was

chosen to include approximately one full diffraction order

on the camera (CCDl). This resulted in the choice of a

converging lens with a 500 mm focal length.

Since the MOSLM allowed only 128X128 pixels to be

displayed, a 256X256 pixel section was detected and reduced

before binarizing. The net effect was that spatial

frequencies only as high as about a three MOSLM pixel period

(11/2 ON, 11/2 OFF) were detected. The reduction from

256X256 to 128X128 reduced some of the noise and

nonuniformity of response effects, but also reduced the

clarity of the more closely separated fringes. This reduced

clarity had impact on the maximum allowable separation of

scene and template in the original input frame. Therefore,

this was another driving force that was applied to the

ultimate selection of the 45 pixel high scene's location.

One digression is perhaps necessary here. The approach

used in this thesis was more akin to a technician making the

most of inadequate resources, than that of an engineer

pursuing an optimal design. As an example, the choice of

the lens focal length was driven more by available lenses on

the laboratory shelf than anything else. Many other

decisions that seemed appropriate at the time may prove to

be erroneous given proper modelling. Likewise, the choice

of 45 pixel rows and the scene's location were driven by the

bad lines in the MOSLM as well the more technical issues

mentioned above. There's nothing magical about 45 rows, it
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just worked well consistently!

3.2.6 Correlation Plane Interpretation. Obviously the

first step in interpreting the correlation plane results is

to first detect it. The question at this point is which

portion of the plane should be observed. The final decision

was to fraimegrab a 320X256 pixel region and reduce it to

160x128 pixels. This frame reduction was done with noise

reduction in mind. As was mentioned before, it may not

prove to be the most prudent decision after further analysis

is done. This 160X128 pixel region could be divided into

three distinct parts, a central autocorrelation and an upper

and lower crosscorrelation (see Figure 4 in Chapter II).

The peak detection routine searched the upper and lower

50x128 pixel regions for the top ten values in each.

These were rank ordered by their grey scale pixel value.

(A sneak preview of the figures of section 3.4 may also

clarify the ensuing discussion.)

If two peaks on either half were within 5 pixels of

each other, they were combined by eliminating the lower

valued one from the list, and adding five to the larger

one's top ten list value. This eliminated redundant

accounting for the same target location while acknowledging

the presence of a wide correlation peak due perhaps to

imperfect focusing.

Stray reflections, noise, and nonuniformity of response

could also cause peaks in one crosscorrelation region that

had no corresponding peak in the other. These were
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accounted for by checking the two top ten lists to ensure

that a candidate target location appeared in both lists.

With the exception of the number one value, if a peak

location in one crosscorrelation was not mirrored by one in

.... t. ..........tCd frci- t... top ten list.

These two processes did help reduce the number of

candidate target locations identified by the correlator.

One issue not discussed yet is that of relating

correlation peak location to that of candidate target

location. Since alignment might distort the theoretical

correlation peak locations, the system was calibrated for

peak interpretation. Two small identical annuli, whose

locations were known a priori, were used as template and

scene objects in the original input frame. The location of

their correlation peaks acquired after running them through

the JTC were stored and used for calibrating the setup. The

scene annulus was successively placed in each of the four

corners of the scene space and correlated with the template

annulus placed at the customary template center. Subsequent

correlations using FLIR images would recall these

calibration peak locations and linearly interpolate to

relate peak locations to candidate target locations in the

original scene.

The final display output of the JTC was the original

input frame with an "X" at every candidate target location.

The brightness of the "X" on the monitor was determined by

the top ten list value for that location. Original binary
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input frame pixels were displayed as fully bright (Hex FF)

or fully dark (Hex 00).

In addition, a scene that was segmented based on the

template size and the candidate target locations was also

di -d. This segmcnted scene cculJ L- through the

correlator again for better terget discrimination, since

this segmentation process reduced scene clutter.

3.3 Simulation Results

The results of two simulations will be presented in

this section. The first is a comparison of the classical

JTC with that of a binary JTC using a mean value threshold,

and one using the thresholding technique employed in this

thesis. All three use binarized FLIR images as inputs.

The second is a comparison of classical JTCs employing the

four combinations of binary and grey scale scenes and

templates. This simulation demonstrates the importance of

energy normalization.

The simulations were performed using Imaging Technology

image processing equipment made available by the

Aeronautical Systems Division (ASD\ENAML). Software to

convert TARGA file formats to those of the Imaging

Technology equipment and vice versa are in Appendix E.

The Imaging Technology system does not retain DC values

in calculating its fast Fourier transform (FFT), and its

output is always eight bit grey scale normalized to the

maximum value. This may not suffice for some of the more

rigorous readers, but does adequately demonstrate the point.
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Figure 9 is a compariso; of various JTCs that each

treat the joint transform plane differently Frame a) is

the original input frame with the scene binarized like

Figure 8d (the "ANDED" version); b) is its joint transform;

-.rd --' is th: claGsical JTIC c--orre a'ion II nc .c. i.... I

b). The correlation peak that locates the target appears as

a black dot above and to the right, and below and to the

left of center. Frame d) is b binarized on the mean value

of the entire frame; and e) is the correlation plane

generated by this fringe binarization technique. The peak

in e is narrower than the one in c, (usually an indicator of

correlator performance, the narrower the better). However,

since the Imaging Technology equipment normalizes the output

to a maximum value, comparisons of absolute values will not

be useful here. Frame f) is the Fourier transform of the

scene alone; while g) is b minus f binarized on the sign of

the difference. Finally, h) is the correlation plane

created by g, which is the technique used for the later

experimental correlations using optics. Notice the lack of

a large central autocorrelation in h).

Figure 10 contains side views of surface plots for the

three correlation planes. Figures 10a and 10b are the views

along the vertical and horizontal directions of figure 9c

respectively. Similarly, 10c and lod relate to 9e, and 10e

and 10f relate to 9h. The immediately noticeable difference

between 9h and 9c or 9e is the lack of a large central

autocorrelation in 9h, due to the subtraction of the IFTI2
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Figure 9. simulation of JTCs: a) input frame; b) joint
transform; c) correlation plane from b; d) b binarized on
mean; e) correlation plane from d; f) Fourier transform of

scene alone; g) Binarized difference between b & f; h)
correlation plane from g.

of the scene alone. A second, but perhaps less conclusive

(or apparent) fact is that the noise floor about the

correlation peak is lowest for 9h.

One explanation for the improvement of 9h over 9e is as

follows. Figure 11a shows a cross section of a typical 2D

Fourier transform of a scene. Figure 11b shows the same

scene joint transformed with a template. Notice that when a

threshold line is drawn, some of the fringes both in the

high intensity area and the low intersity area can be lost.

Figure 11b can be thought of as the interference- fringe

pattern superimposed upon the scene's bias signal. Figure
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for 9e (simple binary threshold) ; e) & f) same as a & b for
9h (scene subtracted).
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lic shows what happens when the bias is removed by

subtracting lb from 11a. Notice that a threshold will now

capture all of the fringes.

Figure 11. Explanation of improved binarization technique.
Cross sections of 2D Fourier transforms from top to bottom:
a) scene alone; b) scene and template showing one possible
very bad simple threshold; c) b minus a showing improved
threshold technique.

Figure 12 compares the effects of grey scale versus

binary inputs to a classical JTC. It is divided into four

columns of three frames. The first row displays the

original input frames to a classical JTC. The second row

are their respective joint transforms and the third row

their correlation planes. The various combinations of

greyscale and binary representations are present for both

the scene and template. The significant result here is that

only in the binary-binary case is their a clear winner for

the highest correlation peak which correctly locates the
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armored personnel carrier. In all other cases, either the

tank wins out, or it is a close contender (along :ith a non

target bearing zone roughly in the middle of the scene).

a b c d

Figure 12. Simulation showing input binarization effects on
the classical JTC: column a) input, joint transform, an,
correlation plane for binary scene and template; b) same for
grey scale scene and binary template; c) same for binary-
grey; d)same for grey-grey.

To make interpretation of Figure 12 slightly easier,

Figure 13 is offered. Frames a through d represent side

views of surface plots of the four correlation planes. They

are along the vertical direction, and include only the top

crosscorrelation region of the plane. Note the large peak
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(a) (b)

(c) (d)

Figure 13. Sideview of crosscorrelation region of
correlation planes in Figure 12. Notice large peak for
binary scene and template inputs in a) only.

on the right hand side for 13a. The peaks in all four

frames correspond to the dark spots in the crosscorrelations

of Figure 12.

3.4 Experimental Results

Only a sample of the many scenes correlated with

templates are presented here. In general, they will he used

to illustrate various points, not to serve as evidence of

the functioning correlator.
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The quality of the pictures here is not the best. For

that reason, viewing a video tape of these images, that was

created and left behind with the thesis advisor Dr. Steven

Rogers (Major), may be preferred.

All of the pictures have the same layout, reading left

to right then top to bottom: a) is the input frame

containing both the scene and image; b) is the optically

generated joint transform; c) is the optically generated

Fourier transform of the scene alone; d) is the binarized

version of the difference between b & c; e) is the optically

generated -orrelation plane; f) is e with the central

autocorrelatlon region removed, peak locations are marked

with a "+"; g) is the original input frame with candidate

target locations highlighted with "X"s; h) is the input

frame after segmentation based on candidate target location

and template size; i) is the original FLIR scene before

binarization for display on the MOSLM. The first

correlation is performed using the technique discovered

during this thesis effort. The average difference (as

opposed to the sign of the difference like the simulation)

between the pixel values of the joint transform and those of

the Fourier transform of just the scene was used as a

threshold for binarization. The results are pictured in

Figure 14.

Figure 15 shows the effects of using just a mean value

threshold for binarization on the joint transform plane.

Although the Fourier transform of just the scene is
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Figure 14. Hybrid JTC correlation using average difference
for binarization threshold in the joint transform plane.
Notice X on target.

pictured, it was not used in the binarization process.

Notice that this correlation did not locate the target (no X

appears).

Figure 16 is like Figure 15, except that the median

value was used for binarization instead of the mean value.

This median value was the basis for Javidi's work. Notice

again, that the correlator failed to locate the target (the

Xs miss the target).

Figure 17 is like Figure 14, except that a zero

difference (i.e. the sign of the difference) between the

joint transform and the Fourier transform of the scene alone

was used, rather than an average difference for

binarization. The correlation peak is slightly smaller
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A)

Figure 15. Hybrid JTC correlation using the mean value of
the joint transform plane for binarization. No candidate
targets identifed (no Xs).

Figure 16. Hybrid JTC correlation using the median value of
the joint transform plane as a binarization threshold.
Notice false alarms and missed detection (Xs appear in wrong
spot).
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here. The target was still found, but an on-axis bright

spot was identified as a correlation peak as well.

Figure 17. Correlation using zero difference as a
binarization threshold in the joint transform plane.

Figure 18 demonstrates the correlator's robust

performance. Although the template and scene are taken from

two different FLIR files, and the target within the scene is

highly corrupted relative to the template, the target was

still located. The technique of Figure 14 is used.

Figures 19 and 20 demonstrate the usefulness of the

segmentation capability. With less than optimum alignment

and using only a zero difference threshold, the correlation

of Figure 18 produced more than one target location. Using

the segmented scene created by this pass through the JTC as

input to a second pass, the correlation of Figure 19

results. Notice that further segmentation of the scene is
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Figure 18. Correlation of scene and template, not of same
FLIR file origin.

- 7T'

Figure 19. Correlation using zero difference threshold for
binarization in joint transform plane. Less than optimum
alignment.
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provided. Classification may now be more accurate due to

this segmentation. A third iteration may also be possible.

-. x.- . .

i' :: .. ..

• ..-2-.. : .:.×- ..

Figure 20. Correlation using segmented scene as input.

Figure 21 demonstrates the possibility of locating

partially occluded targets. Notice that even though the

entire truck is not present, a strong correlation peak is

still returned. The effects of blooming (the horizontal

line), and sampling error (the vertical fringes) can also be

seen in the joint transform.

Finally, Figure 22 shows a scene with a target with a

slight out-of-plane rotation relative to the template. Note

that the wheels of the tank are not as pronounced either.

Despite both of these, the target was still recognized by

the correlator as a potential target. This is an important

result if a correlator is to be used as a tracker, since
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slight out of plane rotations are highly likely with moving

targets.

3.5 Summary

This chapter has presented information concerning the

JTC used for this thesis. History, theory, hardware

software, simulations, and experiments all have been

discussed. A new technique for fringe binarization,

discovered during this thesis effort, was offered as an

improvement on published JTC designs. A binary mask for

FLIR imagery was also offered that provides local energy

normalization, thereby improving correlator target detection

performance.

Chapter IV will provide theory and experimental results

concerning the optical LPCT using CGHs. Chapter V will then

cover the use of both the JTC and the CGH in the hybrid

architecture.
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IV. LOG POLAR COORDINATE TRANSFORMATION (LPCT)

This chapter will present information about the optical

implementation of the LPCT. This thesis was directed only

toward incorporating the already existing CGHs, made

available from Perkin-Elmer and Mayo's earlier thesis effort

[8]. For that reason, only a brief discussion of theory and

manufacturing processes are offered here. Further details

may be found in other sighted sources.

Following the theory and manufacturing processes

sections, some hints on optical techniques will be given.

Finally, experimental results for the two CGHs will be

compared.

4.1 Theory

Imae processing thrnugh spatial filtering is a common

practice in the world of optics. By proper placement of

transmissive or opaque objects in the focal (or Fourier)

plane, one can modify the modulation transfer function of an

imaging system and thereby alter the resultant image.

The field of holography has allowed optical engineers

to extend this image processing technique to alter the phase

of an object's spatial frequencies as well as the amplitude

of these Fourier components. Used as a spatial filter, a

hologram would increase or decrease the path length of light

passing through certain locations in the Fourier plane with

respect to other locations. This alteration of path length
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is tantamount to a phase modulation of the wave front

passing through the plane of the hologram.

As it turns out, this sort of phase modulation through

holography need not be performed in the Fourier plane alone.

In fact, many have shown that with the help of a converging

lens, and by placing the proper phase function in the object

plane, one can remap the light amplitude in the object plane

from x-y coordinates to log-polar coordinates (ln(r)-8).

Figure 23 shows the optical arrangement employed by

Mayo to perform this LPCT [8:19]. The CGH is placed

immediately behind an input transparency that is illuminated

by a collimated beam. A converging lens is placed exactly

one focal length beyond the input plane, and in front of the

output plane where a CCD camera is located.

If the input object is a transparency illuminated by a

uiniform plaite wave, then light leaving the object can be

expressed by the real function:

g(xi,y) (9)

If the CGH modulates only the phase of the input, it can be

expressed as:
j$ (xi,y i )

e (10)

The converging lens will create the Fourier transform of the

input in the output plane. So the light at the CCD can be

expressed as:

G® Ygj (xi,yi) -j (2v/Af)(xixo+yiyo)
G(xoYo) :Je

dxidy i  (11)
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g(xo,yo) lens G(x' ,yi)

CGH - CCD

Figure 23. Mayo's LPCT optical arrangement.

where:

x n = n(x,2+yi2)1/2 = ln(ri) (12)

Yo = -tan-1 (yi/xi) = 0i (13)

It can be shown [20:3099-3104] that the equation for

D(x,,yi) that will perform the lug-polar mapping is:

(xiYi) = (27r/Af) [ln(xi2 +yi2) 1 12 -ytan 1 (yi/x) -xi] (14)

An excellent treatment of this theory, as well as a summary

of various holographic techniques is presented in Appendix A

of the dissertation of Andrew J. Lee from Carnegie Mellon

University [21:153-192]. His appendix would be helpful to

those interested in learning more about this subject.

4.2 Manufacturing Processes

A number of techniques can be employed to create the D
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function described above. The Perkin-Elmer CGH was created

using a technique known as electron beam (E-beam)

lithography. The Mayo-Hill CGH was manufactured using a

technique known as transmittance coding using a carrier

which can create an "interferogram." Other possible

techniques include detour phase holograms.

E-beam lithography is a commonly used technique in the

world of very large scale integration (VLSI) circuits. It

can also be used to etch a glass sample to produce thickness

variations across its surface. These thickness variations,

which relate to variations in optical path length, can be

made to correspond to the desired P function. The Perkin-

Elmer sample, created by this te-chnique, was etched to

provide four different thicknesses, as opposed to the more

common two thicknesses [22].

An "interferogram," or synthetic binary hologram,

consists of a transparent material that has opaque lines

drawn upon it. The lines are drawn to model the

interference fringes that would be created if an object wave

carrying the 4 function were interfered with an off axis

reference wave. Illumination of this interferogram with an

on axis plane wave would produce an off axis object wave

carrying the 1 function. The Mayo-Hill CGH was produced by

drawing the fringes using a laser printer, then

photoreducing this output onto a glass plate [8:80-84].
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4.3 Optical Techniques

The first optical technique employed was the use of two

lens imaging to display input objects onto the CGH [9:27-

28]. Since both the MOSLM and the CGH had finite

thicknesses, having them share the same plane would be

impossible.

A particularly helpful tool created during this thesis

effort was a MOSLM test pattern used to qualitatively

evaluate the performance of the LPCT process. This pattern,

pictured in Figure 7a of chapter III, consists of three

circles whose inner and outer radii are logarithmically

related, and 8 radial lines (every 45C). The resultant LPCT

should resemble a grid pattern like the one pictured in

Figure 24. In this, and all other pictures, increasing

ln(r) is downward on the page. A crown shape pattern on the

bottom is due to the fact that tne MOSLM has a square

display area. On top is a lower intensity mirror image.

On first attempts to use the CGH, some problems arose.

The first was that since the MOSLM was a pixelized device,

several diffraction orders appeared (see Figure 25). Ry

placing an iris at the focal plane of the two lens imaging

system, the higher diffracted orders of this sampling were

eliminated (see Figure 2 of Chapter I). Keep in mind,

however, that some image sharpness is lost from this.

A second problem was that of camera saturation. Figure

26 shows the results of not placing ieutral density in front

of the camera.
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Figure 24. Log-polar coordinate transfcz-m of test pattern
using Perkin-Elmer CGH; Appropriately filtered.

Figure 25. Log-polar coordinate transform of test pattern
using Perkin-Elrer CGH; No spatial filtering is employed.
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Figure 26. Log-polar coordinate transform of test pattern
using Perkin-Elmer CGH; no neutral density employed.

A third problem was one of scale. As it turns out, for

both of these CGHs, to change the scale of the LPCT, one

need only vary the focal length of the Fourier transforming

lens used (L4 of Figure 2 in Chapter I) [23j. For the

Perkin-Elmer CGH L4 was 86 mm, and for the Mayo-Hill CGH, it

was 250 mm that allowed for maximum use of the CCD2 array.

A fourth problem was that of extraneouis light

distributions. Both CGHs produced on axis Fourier transform

"artifacts," as well multiple reproductions of the LPCT.

The Fourier transform artifacts appear as bright spots on

the LPCT image. Both these and the multiple reproductions

could simply be ignored by avoiding these areas during the

framegrabbing process.

58

4li m ll i n nl



4.4 Mayo-Hill vs Perkin-Elmer

So far only the results using the Perkin-Elmer CGH have

been shown. Figure 25 displays the LPCT of the test pattern

for the Mayo-Hill CGH. Clearly, the results of the Perkin-

Elmer E-beam CGH sample are far better than those of the

Mayo-Hill interferogram sample. However, caution should be

exercised before judgement is made. Only through a thorough

understanding of all of the issues surrounding these two

techniques can proper conclusions be drawn. Some

observations are offered, however.

Figure 27. Log-polar coordinate transform of test pattern
using Mayo-Hill CGH; appropriate neutral density and spatial

filtering employed.

James Logue at Perkin-Elmer has suggested that their

method will place about 90% of the total incident energy
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into the primary LPCT. He claimed that the interferogram

technique typically places 10% at best into two LPCTs above

and below the axis [22].

Both CGHs had lower intensity, "mirror image" LPCTs that

overlapped the LPCT of interest. In fact, the Perkin-Elmer

sample created a low intensity larger scale one in mirror

that, unfortunately cannot be seen in Figure 22 (see video

tape with Dr. Rogers).

Both CGHs had some trouble in maintaining sharp lines

for both the circles and the radials. However, the Mayo-

Hill CGH was not nearly as good in this area. The sharpness

of the lines appeared to be a stronger function of radial

direction than of radius.

Not a defect, but certainly worth mentioning, was the

fact that the circle of smallest radius was lowest in

intensity, even though it covered the same amount of area as

the others in the log-polar coordinate space. This is due

to the fact that the larger the circle, the more pixels it

contains, therefore, the more total energy it will have.

This will lead to a tradeoff in the selection of

neutral density. If a displayed object has a large amount

of its energy at large radii, then the risk of not enough

neutral density is possible. On the other hand if most of

the energy is at small radii, the risk nf too much neutral

density is possible. Without a priori knowledge of the

displayed object's energy distribution, optimum choice of

neutral density to ensure square law operation of the
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detector array may be impossible.

4.5 Summary

This chapter briefly discussed the theory of optically

implementing the LPCT. Also briefly discussed were the

manufacturing processes for creating the two CGHs used for

this thesis. Some laboratory techniques were suggested and

the experimental results for the two were qualitatively

compared.

The Perkin-Elmer E-beam CGH sample clearly outperformed

the Mayo-Hill interferogram, both for total energy

delivered, and sharpness of the image.

The next chapter will present results of the hybrid

optical/digital architecture employing the Perkin-Elmer CGH.

61



V. HYBRID OPTICAL/DIGITAL ARCHITECTURE

This chapter discusses the architecture designed and

implemented for this thesis. This architecture may provide

position, scale and rotation invariant pattern recognition.

First, the architecture will be described. Then,

engineering considerations will be discussed. Finally,

experimental results using geometrical test objects will be

presented.

5.1 Hybrid Architecture

Figure 28 shows the hardware configuration, and Figure

29 is a flow diagram for the technique used. Refer to these

for clarification of the following discussion.

Using the MOSLM as the only input device to the optics,

the hardware configuration of Figure 28 can perform two

separate functions. Using the beam splitter (BS), light

distributions displayed on the MOSLM travel the optical

paths that end at CCDl and CCD2 simultaneously. At CCDl,

the magnitude squared of the Fourier transform of these

distributions can be detected. While at CCD2, the magnitude

squared of the coordinate transformation can be detected as

discussed in Chapter IV. A third process, joint transform

correlation, is performed as described in Chapter III using

the path of CCDl.

The PC performs all equipment control, data storage,

and intermediate calculations. Steps 3 and 6 of Figure 29
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Figure 28. Hybrid Optical/Digital Architecture
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BINARIZE SCENE 1 PINARIZE TEMPLATE

DISPLAY ON SLM DISPLAY ON SLM-
22

CAPTURE IFTI CAPTURE IFTI

BINARIZE IFTI 4 BINARIZE IFTI
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LOCATE TARGET 13

Figure 29. Hybrid optical/digital architecture flow
diagram.
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are accomplished using the framegrabber with CCDl and CCD2

respectively. In order for step 6 to work correctly, the

operator must throw the manual switch, so that CCD2 is

connected to the framegrabber. After step 6, the switch

should be returned. Future implementations may include

automation of this step.

Step 8, correlation of the LPCT-IFTI2 features of the

scene and template, is pertormed _sing the JTC described in

Chapter III. which requires the optics of the CCD1 path.

Step 9 was performed by the PC, however software for

relating these peak locations to scale and rotation still

needs to be written. Due to time and equipment constraints

this thesis effort ended with this step. Observations

through this point will be explained in sections 5.2 and

5.3.

The locations of these peaks are to give the proper

scale and rotation of the target object within the scene as

described by the Horev algorithm [4]. Using this

information, the template can be rectified to reflect the

proper scale and rotation in step 10.

Steps 11 through 13, relating to the correlation of the

properly scaled and rotated (rectified) template with the

original scene, can already be performed by the JTC

discussed in detail in Chapter III.

5,2 Engineering Considerations

A number of engineering decisions had to be made to
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implement the first seven steps of Figure 29. Discussion of

these decisions will generally follow the order of the

steps, however, some decisions encompassed several steps.

5.2.1 Binarize Inputs. Since only geometrical test

objects were used, no decision at step 1 was necessary.

However, this may be important when this architecture is

tested with real data.

5.2.2 Display Tnputs on SLM. To minimize the effects

of the optical system's varied distortion from different

parts of the input plane, both template and scene were

displayed using the same area of the MOSLM in step 2.

5.2.3 Capture IFTI 2 . Capture of the IFTI2 in step 3

required some thought. The important question here was:

What spatial frequency range is important for

discrimination? This question was raised before by Kobel

and Martin L5:31-33].

After capture, the frame would have to be displayed on

the MOSLM. Capturing a 256X256 pixel region and reducing it

to 128X128 would allow for higher spatial frequencies to be

displayed (up to about a 3 MOSLM pixel period or 11/2 pixels

ON 11/2 pixels OFF would be included). These higher

frequencies were thought to be able to provide greater

rotation discrimination. On the other hand, using 12SXl22

CCD pixels could put greater emphasis on the lower

frequencies that usually determine overall size. The

simplest correlation, a "1+"1 with an "X" was a rotation

problem, so since scale would be more difficult, the 128X12-
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region was use,".

A second, less complicated, but important, issue here

was the positioning of the camera such that the Fourier

transform was exactly centered on the 128X128 pixel area

captured during the framegrab. Software designed to aid in

this positioning is described in Appendix G.

5.2.4 Binarize IFTI 2. The next decision related to

step 4: How should the IFTI 2 features be binarized?

This time the nonuniformity of response of the camera

and distortion through the optical system would apparently

not be reduced by the subtraction of two frames as was the

case in the JTC. Not so! By displaying a blank MOSLM and

capturing its resultant frame at CCDI, an estimate of the

system "bias" was acquired. By subtracting this frame from

the ones taken for the scene and template, an improved IFT1 2

feature set was provided.

With that problem solved, the next job was to decide on

a threshold for binarization. Through subjective empirical

analysis, the threshold decided on was five times the mean

value of the entire Fourier plane (after subtraction of the

bias frame).

5.2.5 Display IFTI 2 on SLM. The first consideration

in step 5 was that the binarized IFTI 2 had to fit within the

MOSLMs 128X128 format. Since only a 128X128 pixel region

was captured in step 3, this was not a problem. However, it

may become important for future research.

A second issue, that was not remedied, was the fact
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that the TARGA framegrabber system had a pixel aspect ratio

of .97 to 1 instead of the 1 to 1 ratio of the MOSLM.

Although this was not a problem for the JTC of Chapter III,

it would cause problems in performing the LPCT.

5.2.6 Capture LPCT-IFTI2. After displaying the IFTI2

patterns on the MOSLM, the LPCT had to be captured. The

horizontal extent of the captured area was fixed, since this

dimension related to the rotation angle, and a full 2v had

to be included in the captured region. (Reference to Figure

24 of Chapter IV may be useful here.)

However, the concerns of Kobel and Martin mentioned in

section 5.2.3 appeared again in this step, and a decision

about the vertical extent to be included had to be made. In

fact, a third variable, the magnification provided by the

two lens (L2 and L3) imaging system could be changed (within

limits) to vary th- vertical spread of spatial frequencies

in this LPCT-IFTI2 space. The mirror images, as well as the

Fourier transform artifacts should be avoided too. Not to

mention that the effect of the two bad lines of the MOSLM

must be minimized.

All of these factors, and the fact that the Perkin-

Elmer sample was only on loan for three weeks, resulted in

the following decision: The area captured was 11OX456 CCD2

pixels, which included radii of between 15 and 60 MOSLM

pixels or 30 and 120 CCD1 pixels in the IFTJ2 space. These

related to spatial frequencies of between 3 and 12 MOSLM

pixel period in the original scene and template space.
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5.2.7 Binarize LPCT-IFTI2. Childress and Walrond

expressed concern about the spread of the spatial

frequencies along the vertical direction [9:97]. This

spread relates to a resolution of scale used for template

rectification. To minimize this problem the JTC used for

correlation of the LPCT-IFTI2 features would use inputs that

were 55X114 pixels, instead of the 45X128 pixel inputs of

the JTC used for the FLIR inputs of Chapter III. Additional

gains were made since the original grabbed frame was 11OX456

pixels, so a 4 for 1 reduction in the rotation axis was made

while only a 2 for 1 reduction was made along the scale

axis.

A system bias blank MOSLiM frame was captured iike the

one described in step 3 above, and it was subtracted from

the LPCT-IFTI2 feature grabbed frames before binarization.

Binarization was performed using the mean value of the

entire grabbed region minus the bias frame. This was

arrived at by subjective empirical means.

5.2.8 Correlate LPCT-IFTI2  Now that a binarized pair

of LPCT-IFTI2 features were available for display on the

MOSLM, correlation could be performed. Using this 55X128

pixel input configuration meant that only a 128X128 pixel

area in the joint transform plane could be captured. If a

256X256 pixel region were captured instead, overlap of

various orders in the correlation plane might occur. This

overlap could result in incorrect correlation peak

identification.
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Various versions of templates were tried in this

correlator, including the normal one, a 180 0-only version,

and a negative of the 180°-only version. The 180 0-only

version was tried because of Childress and Walrond's concern

for rotation ambiguity [9:96]. The rationale for the 1800

template was that a 1w vs 2v correlation would perform the

same function as the 2v vs 47 correlation that they

suggested. In either case, a 1800 ambiguity would still

exist due to the symmetry of the IFTV.

One final note here is that the energy typically

displayed in these LPCT-IFTI2 JTC input planes is greater

than those of the input planes of the JTC of Chapter III.

For that reason, additional neutral density filtering was

necessary between Ll and CCD1.

5.3 Experimental Results

Only test patterns were used to correlate in the LPCT-

IFT12 feature space. The patterns selected were a "+" and

an "x" to test rotation invariance, and squares of different

sizes to test scale invariance.

All of the results have the same layout, their order of

display was governed by the limits of the framegrabber

system. The figures should be read as a book, from left to

right in four columns, then top to bottom in three rows. In

the first row are: a) optically generated IFTI2 of the

scene; b) a minus scene bias frame, bJnarized on 5 times the

mean difference; c' optically generated !FTIK of the
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template; d) c minus scene b-as frame, binarized on 5 times

the mean difference. In the second row are: e) original

inputs with scene on top and template on bottom; f)

optically generated LPCT of b and d (increasing ln(r) is

downward on page); g) input to the JTC which is the two

LPCTs of f minus a system bias frame, binarized on the mean

difference of each. In the third row are: h) optically

generated IFTI 2 of g; i) optically generated IFTI2 of top

half of g, which are the features of the scene; j) h minus

i, binarized on the mean difference; k) optically generated

IFTI 2 of j, which is the correlation plane.

Figure 30 shows the system results for a "+" and an "Y"

using the fill 3600 version of the template. Figure 33a

represents a side view of a surface plot of the correlation

plane in Figure 30k. Only the top crosscorrelation region

is represented, and the view is along the vertical

direction. Notice the peak on the right hand side of 33a,

which corresponds to one of the dark spots in the upper

right hand portion of Figure 30k. Both the peak and the

spot are roughly in the location of a 450 rotation.

Secondary peaks also exist at locations of about -450 and

4/-135'.

Figures 31 and 32 are the system results using a 1800-

only template and a negative of the 180 0-only template.

Figures 33b and 33c are to Figures 31k and 32k respectively,

as Figure 33a is to Figure 30k. No benefit was apparently

derived from these attempts at modifying the template.
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Figure 32. Correlation of LPCT-TF features of "x" and

"1+" using the hybrid architecture. Negative 1800 template
used.

Figures 34 and 35 are the system results of correlating

the LPCT-IFTI2 teatures of squares fo different sizes. In

Figure 34, the scene square is larger than the template, and

in Figure 35, it is smaller. Figures 36a and 36b, which are

horizontal sideviews of the surface plots of 34k and 35k

respectively, demonstrate the extremely noisy correlation

plane results. All along the vertical axis, high energy

locations that may be misinterpreted as correlation peaks

exist. This is caused by the pixelizatien of the fringe

pattern of the joint transform plne, and its effect can

only be reduced by increasing the number of display pixels

available on the MOSLM (say from 128X128 to 1024X1024).
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Figure 34. Correlation of LPCT-jFj features of large

square with smaller template using hybrid architecture.

.........................

square with a larger template using hybrid architecture.
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chapter IId

IFI et e nFigure 35b. Thezota smeso creallnme ofne pixel

illuminated for the small scene sqL-rc of 35e deliver-

inadequate energy to the IFTI2 features of 35a to be

properly binarized. If the camera had greater dynamic
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range, or if the neutral density filtering could be

controlled by the amount of energy input (i.e. the number of

ON pixels at the MOSLM) this problem might be reduced.

Other sources of distortion, such as the nonlinear response

of the CGH or the effects of binarization at the various

stages may also be contributing to a very noisy correlation

plane. All of these variables are not understood well

enough to make proper comment here.

5.4 Summary

This chapter discussed the hybrid optical/digital

architecture designed and implemented for this thesis. This

architecture was to provide a position, scale, and rotation

invariant pattern recognition capability. The chapter

described the architecture, discussed engineering

considerations related to its design, and presented

experimental results.

Only marginal results were achieved using this

architecture, as evidenced by the very noisy correlation

planes. The effects of the binarization at various stepsis

not well understood, and may be one source of difficulty in

achieving proper correlation in this LPCT-IFTI2 feature

space.

In light of the poor correlation results in the LPCT-

IFTI2 feature space, no attempts at template rectification,

and subsequent correlation in the original scene space were

made.
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VI. CONCLUSION

This chapter presents a summary of thesis results,

provides conclusions based upon these results, and offers

recommendations for future research effort.

6.1 Summary

There were three major goals of this thesis: 1) To

develop software for PC control of display of real FLIR

imagery on the MOSLM, and the subsequent capture of frames

on the CCD cameras; 2) To implement and test an optical

joint transform correlator using the techniques and data of

the first goal; and 3) To design, implement, and test a

hybrid optical/digital architecture for distortion invariant

pattern recognition like the KMH algorithm, employing both

the joint transform correlator, and a CGH to perform the

LPCT.

Two binarization techniques were discovered during this

thesis effort. The first was developed for binarization of

input FLIR imagery. This technique, described in section

3.2.3, provided improved correlation results, shown in

section 3.3, over those obtained for FLIR imagery that had

not been preprocessed. The key to this technique was that

only pixels that were both brighter than the scene average,

and brighter than a iocal 3 pixel by 3 pixel average were

illuminated.

The second binarization technique involved binarization
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in the joint transform plane of the JTC. This technique,

described in section 3.2.4, provided improved correlation

results, shown in section 3.2.4 and 3.2.5, over other

published binary JTC techniques. Tbe key to this technique

was the subtraction of the IFT! 2 of the scene alone from the

IFT! 2 of the template and scene displayed together.

The performance of an interferogram LPCT CGH crzated by

Mayo [8] and Hill [12] was compared with that of a CGH

created by E-beam lithography on loan to AFIT from Perkin-

Elmer Corporation [22]. The Perkin-Elmer CGH provided

superior performance both in diffraction efficiency and

image clarity (see Chapter IV). However, due to time

constraints, only subjective measures were possible.

The hybrid architecture was used to perform correlation

of the LPCT-!FTI2 features of geometric objects. Only

marginal results, discussed in section 5.3, were obtained.

For that reason attempts at performing template

rectification, and subsequent correlation in the original

image space were not made as discussed in section 5.1.

6.2 Conclusions

The binarization techniques employed for both the FLIR

input data, and the fringes in the joint transform plane

proved successful, and show great promise as improvements on

existing correlation techniques.

The JTC implemented for this thesis is a strong

candidate for use in a tracking system (after- target
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acquisition). It could also be used in more controlled

environments, such as assembly line inspection, where

rotation and scale invariance may not be so important.

The improved performance of the Perkin-Elmer E-beam

sample over the Mayo-Hill interferogram is not conclusive in

itself, although subjective testing in this thesis does

provide strong evidence. Only proper modelling of the two

samples, as well as the limits of both techniques czn shed

sufficient l4ght on this subject.

In light of the marginal results achieved with the

above architecture on even simp] geometric objects, much

analysis is necessary. Several speculations are offered,

that only proper modelling and additional testing can

verify. The additive effects of binarization and

pixelization at the various stages may have corrupted the

LPCT-IFTI2 beyond the recognition capability of the JTC.

6.3 Recommendations for Future Research

Recommendations fo- follow on efforts follow two

tracks, one along the lines of PSRI pattern recognition,

another along the lines of JTC implementation. A list of

possible research areas is provided.

1. Investigation of alternate frame capture regions,

template creation and binarization techniques are

recommended. These may have prohibited success in

correlating the LPCT-IFTI2 features.

2. The KMH algorithm should be retested digital]y using
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some realistic data set. Possible candidates could

include FLIR or SAR data. These data may first be

segmented using any number of segmentation techniques,

including the Gabor transform [24], or techniques

employed by Mike Roggemann [25]. The digital

implementation may provide important insights into the

optical implementation and should be made to

model as many limitations of the optical system as

possible.

3. Proper mathematical modelling of this architecture,

as well as any other future implementation, will help

identify architectural weaknesses. These include

weaknesses both in hardware, such as insufficient

input SLM resolution or camera resolution, or

software, such as area of capture and binarization

techniques.

4. If proper modelling proves the E-beam technique to be

superior, an in house capability of developing E-beam

CGHs could be developed with the help of WRDC/EL who

possess the necessary equipment.

5. LCTVs should be investigated as a substitute for the

MOSLMs used in this architecture to eliminate some of

the binarization effects.

6. The CCD cameras should be considered for replacement

with either a CCD of greater resolution or a CID
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framegrabber system.

7. Other techniques for developing the LPCT should be

considered, including fiber bundles, unique focal

plane array mappings (wedge ring etc.) and digital

mapping.

8. The necessary code for template rectification should

be written.

9. Techniques for optically implementing the phase

reinsertion step of the KMH algorithm should be

developed.

10. An alternative architecture for the JTC, that would

reduce its length from two focal lengths to one -3cal

length, should be investigated [1:84]. It is p.ctured

in Figure 37.

11. Finally, a JTC fringe binarization threshold based on

the average difference could be sped up by measuring

the total energy in the IFTI2 with a separate detector

off a sampling beam splitter. Presently,

determination of this threshold requires summing the

pixel values accross the array (See Figure 37).
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DETECTOR

Li SLM / BS CD
LASER COLIMATOR f CCD

Figure 37. Possible improvement on joint transform
correlator, featuring shorter total length (if vs normal
2f), and a detector to measure total energy for faster
fringe binarization calculations.
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APPENDIX A. MAGNETO-OPTIC SPATIAL LIGHT MODIULATOR (MOSLM)

This appendix presents information relating to the

MOSLM used in the experiments of this thesis. First a brief

description of the operation of the MOSLM is given, then

some useful programs will be described. Computer code

written during this thesis effort in "C" for Borland's

.Iurbo-C compiler is also included.

A.1 MOSLM Operation

The following discussion should serve only as a

supplement to the Semetex manual [26]. Technical

representatives at Semetex can prcvide additional

information as well F27].

Although technically incorrect, the MOSLM can be

thought of as an array of 128X128 rectangular Pockels cells.

The operation of the individual pixels differ from a Pockels

cell, in that the MOSLM uses the magneto-optic effects of

the iron garnet material it is made up of, rather than the

electro-optic effect that Pockels cells employ.

The MOSLM modifies the index of refraction of the iron

garnet material by applying a magnetic field across a pixel.

This field is applied through two wire-, aligned along the

cardinal axes of the array, that cross at one corner of the

pixel of interest. After all the selected pixels in the

array are individually "nucleated", a write pulse is applied

to the entire array. The effect here is to increase the
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contrast of the image created by the earlier nucleation.

Once a pixel has been nucleated, it can only be changed by

erasing the entire array with an erase pulse.

A second use of the MOSLM not investigated during this

thesis effort is that of a binary phase only filter. Since

the nucleation of the pixel changes the optical path length

of light rays passing through it, the entire array can

provide binary phase only modulation of the incident

wavefront by removal of the analyzer (output polarizer).

In either phase modulation or the abode described amplitude

modulation operation, the input polarizer may not be

necessary, since its only purpose is to properly polarize an

already polarized collimated laser beam.

The individual pixels are addressed through an

interface card located in the PC. The card occupies segment

hex BOO0 in the scftware listed later in these appendices,

however dip switches on the card allow for this base address

to be chanqed. Each byte of data written to an offset

address in segment hex BOO0 represents eight pixels. The

offset addresses range from hex 0000 to 07FF aod inciease

from left to right then top to bottom accross the array.

The eight pixels of each address are in the same column but

in eight successive rows. The least sign] [icant bit of each

byte of data represents the top pix and the most

significant the bottom pixet ot the eight pixel byte.

Writing a zero to the proper bit will nucle ate the pixel,

while ariting a I will leave it unchanged. 'Jo create erase
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and write pulses data must be sent to ottset addresses he;

0800 and 0801 respectively.

Although a maximum of eiqht pixels could be written to

at a time with this digital circuitry, testing showed that

any more than two pixels would result in inadequate

performance in either of two devices. This is reflected in

all of the software in these appendices.

Proper alignment of the MOSLM requires adjustment of

five potentiometers in the MOSLI4. Improper alignment may

result in pixels being nucleated before being written to

(leading pixels) or pixelF not being nucleated after being

written to. The Semetex manual suggests a software

generated tcst signal be applied to the device during

alignment, but this software was not provided. The next

section describes this software as well as some other useful

programs for use with the MOSLM.

A.2 MOSLM Software

In addition to the software developed for this thesis

effort and presented below, there is also additional

software available for the control of the .S.. The

program SMDISP.C and associated files can be found in the

distribution diskettes provided by Semetex. This program

allows for the display of files formattcd as described in

the manual.

Four programs are presented here that required no

control of the CCD camera to be useful. The first is
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SLMTEST.C the program for alignment of the MOSLM. It is

assumed that a camera will be operated in live mode and

placed in an image plane to monitor the MOSLM display during

execution. The next two are CHECKER.C and CHECKER2.C that

display checkerboard patterns on the MOSLM. With a camera

in the Fourier plane in live mode, these two programs can

lend insight into appropriate capture regions for the

framgrabber. The difference between the two is that pattern

of the first is one pixel on, one pixel off, and the second

is two on, two off. The last program, X-HAIR.C displays a

large crosshair on the MOSLM, that can be used for optical

system alignment.

Additional software controlling the MOSLM will also

appear in Appendix G. To understand that code it is also

necessary to understand the operation of the TARGA

framegrabber system discussed in Appendix B.
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/* SLM-TEST.C

AIR FORCE INSTITUTE OF TECHNOLOGY

PROGRAM FOR SLM ALIGNMENT *
by Capt John Cline *

June 29, 1988 *

/*This program is a variation of the alignment routine suggested by *
/*the Semetex manual. I believe it does a better job of identifying *
/*leading pixels. *

;;include "stdio.h"
#include "string.h"
;;include "time.h"
unsigned r, q;

waino

char far *semetex;
semetex = (char far *)OxhOOOOOOO; /*SLM4 is at bOOO segment*/'-
*(semetex+0x800>dl /,-'erase SL-M*,'/

wait(lOOO); /*wait or lose pixels*/

printf("writing horizontal l ines \n");
do

for(q 'OxO; q<0x800; q=q+0x80)

for(r=OxO; r<0x40; r±+) /*choose only left hialf*/

*(semetex-Vq~r)O0xfe; /*top row of eight row byte*/

wait(5); /*Shk)w down so you can watch*/

for(r OxO; r<0x40; r+i-)

*(semetex+qfr>Oz.fhb; 1*tLii rd row*,/
wait(5);

*(seinetex+q+r)-Oxef, /*fifth row*/
wait(5);

for (r=OxO r<0X40; r++)

*(seme-tex+qfr)>Oxhf: /"-event h row-"l-

wait(5);
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for(q=OxO; q<0x800; q=q+0x80)

for (r=OxO; r<0x40 r±+)

*( seretex+q+r)=Oxfd; /*second row*/
wait(5);

for(r=OxO; r<0x40 r++)

*(semetex+q~r)=Oxf7; /*fourth row*/
wait(5);

for(r=OxO; r<0x40; r±+)

*(semetextq+r)=Oxdf; /*sixth row*/
wait(S);

for(r=OxO; r<0x40; r++)

*( semetex+q+r)=Ox7f; /*eighth row*/
wait(S);

for(q=OxO; q<0x800; q=q+0x80)

for(r=0x40; r<0x80;r±±) /*choose only right half*/

*(semetex+q+r)=Oxfe;
wait(5);

for(r=0x40 r<0x80 r++)

*(semetex+q~r)=Oxfb;
wait(5);

for(r=0x40; r<0x80;r++)

*( semetex~q~r) =Oxef;
wait(5);

for (r=Ox4O; r<0x80; r+±)

*( semetex~q~r)=Oxbf;
wa it (5);

for(q=OxO; q<0x800; q=q±0x80)

f~r(r=040;r<0x80;r++)

* (sene tex +q+r) =Oxfd;
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wait(5)

for(r=0x40 r<0x80 r++)

*(semetex+q~r)=Oxf7;
wait(5);

for(r=0x40 r<0x80 r++)

*(semetex+q~r) =Oxdf;
wait(5)-

for(r=0x40 r<0x80 r±±)

*(semetex~q+r)0Ox7f;
wait(5)j

wait(3000); /*take a quick look*/
*(seretex+0xS01)1I; /*pulse the SLM for improved contrast*/
wait(5000); /*take another look*/
*(semetex+0x80U)=O; /*erase the SLM*/

for(q=OxO; q<Ox8OO; q=q+0x80)

for(r=0x40; r<0x80;r±+) /*start with right qidle first ntow-',

*(semetex+q~r)=Oxfe;
wait (5):

for(r=0x40 r<Ox8O r++)

*(semetex~q~r)=Oxfb;

wait(5);

for(r=0x40; r<0x80; r±±)

*(semetex+q+r)=Oxef;
wait(5);

for( r=0x40 r<Ox8O; r++)

*(semetex+q~r)=Oxhf;
wait(5);

for(q=OxO; q<0x800; q=q+0x80)

for(r=0x40; r<0x80;r+±)

*(seretex+q+r)=Oxfd;
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wait(5);

for (r=0x40; r<0x80;r++)

*(sernetex+q-fr)=Oxf7;
wait(5);

for(r=0x40 r<0x80 r++)

*(semetex+q+r)=Oxdf;
wai-t(5);

for(r=0x40 r<0x80 r++)

*(sernetex~q~r)=Ox7f;

wait(D);

for(q=OxO; q<0x800; q~q+Ox8O)

for(r=OxO; r<0x40;r±+) /*then the left side*/

*(semetex+q~r)=Oxfe;
wait(5):

for(r=OxO; r<0x40 r++)

*( ,emetex+q+r)=Oxfb;
wait(5);

for(r=OxO; r<0x40; r+±)

*(semetex+q+r)=Oxef;
wait(5);

for(r=OxO; r<0x40; r±±)

*(semetexq4-r)=Oxbf;
wait(5);

for(q-=OxO; q<Ox800 ; q=q+Ox8O)

for(r'=OxO; r<0x40;r)

*(semetex~q~r)=Oxfd;
walt(5);

for(r-=OxO; r<0x40; r++)

* (seinetex4-q+r) =Oxf7;
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wait(5)

for (r=OxO r<0x40;r+-

*(semetex+q+r)=Oxdf;
wait(5);

for(r=OxO ;r<0x40 r++)

*(semetex+q~r) Ox7f;
wait(5);

wait(3000);
te~l:/*con~trast*/

wait (5000);
*(semetex+0x800>0O; /-,e rase*/
printf("type q if you want to go on to vertical \n");

while(getch()!-'q');

printf('writing vertical lines \n");
do

for(r=0x00; r<0x80; r=r±0x02) /*even columns starting with zero*/

for(q=0x000; q<0x400: q=q+0x080) /*top half Only*/

*(semetex+q-4-r>0x3f; /*write two bytes at a time-/
*(semetex+q~r)=Oxc f;
*(semetex~q-tr> Oxf3;
*(seinetex+q~r)=0xfc;
wait(20); /*slow down so you can see*/

for(r=0x~l; r<0x80; r=r±0x02) /*odd columns starting with one*/

for(q=0x000; q<0x400; q=q+OxBO)

*(semetex; q+r>0Ox3f;
-(semetex4q+r) =Oxcf;
*(semetex+q~r> Oxf3;
*(semetex+qir-OOxfc;
wait(20);

for(r=0xU0; r<Oy:80; r=r40x02)

for(q=0x400; q<0x800; rlqfOx080) /*bottomn half only*/

<( sem.7tex+q fr) =Ox3f;
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*(semetex+q+r> Oxcf;
*(seretex+q+r> Oxf3;
*(semetex+q+L )=OXfC;
wait( 20);

for(r==OxOl; r<0x80; r=r+0x02)

for(q=0x400; q<0x800; q~q+0x80)

*(s-metex~q~r> Ox3f;
*( semetex+q+r)=Oxcf;
*(semetex~q~r)0Oxf3;
*(semetex+q+r)0Oxfc;
wait (20);

wait(3000);
-(semetex±0x801)=1; /*ont rast*
wait(5000);
*(semetex+0x800>0.; /*erase*/

for(r=-OxOO; r<0x80; r=r±0x02)

for(q= 0x400; q<0x800; q=q±0x080) /*now start wit!- bottom--//

*( semetex+q+r)=Ox3f;
-k( semetex+q+r)=O-xc f;
*(semetex+q+r>=Oxf3;
*(semetex~q~r)0Oxfc;
wait( 20);

for(r=-OxOl; r<0x80; r=r±0x02)

for(q=0x400; q<Ox8OO; q'=q+Ox8O)

*(semetex+q~r>-Ox3f:
* (semetex~q~r) =Oxc f;
*(semetex+q+r>=Oxf3;
*(seinetex+q+r)=Gxfc;
wait( 20):

for(r=0x00; r<0x80; r=r40xO2)

for(q=0xO00; q<0xz400 q=q-tOxO8O) /ahn(10 t opha /

*(semetex+q+r> Ox3f;
* (seinetex~q +r) =Oxc f;
*(semetex+q+r)-0xf3;
*(seinetex+-q~r)-Oxfc';
wait(20);
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for(r=OxOl; r<0x80; r=r+0x02)

for(q=OxOOO; q<0x400; q=q±Ox 8O)

*(semetex+q+r> Ox3f;
*(semetex+q~r> Oxcf;
*I,.em-tex+q+r)=Oxf3;
*(semetex+q~r> Oxfc;
wait (20);

wait(3000);
*(semetex+0x801>4I /*contrast*/
wait(5000);
*(semetex+0x800>0O /1'*e rase*/
printf('type q if you want to quit \n");

while(getch()!-'q' )

/*TJRBO-C has a time delay function "delay()" that could be used
/*instead of this wait() subroutine.

wait(t)

time_ t start, finish;
time (&start);
time(&finish);
while(difftime(finish, start) < t/1000)

time(&finish);

A ****************/c~*********-:*****,



/* CHECKER.C

/* AIR FORCE INSTITUTE OF TECHNOLOCY *7
CHECKERBOARD PATTERN GENERATOR FOR THE S121

/* by Capt Joan Cline

A-gust 31, 1989

/*This program will display a checkerboard pattern on t he S2M. 1'hi * s
/*is useful for bench alignment, since the maximuT spat i al fr.q:.env
/*will be present in the Fourier plane. Another program, CHECKER2 C,*/
/*will display a checkerboard pattern of half the maximum spatial
/*frequency, or 2 pixels ON, 2 pixels OFF. *7

=include "stdio.h"

=include "string.h"
=include "time.h"
unsigned r, q:

ma in ( )

char far *semetex;
semetex = (char far *) Oxb0000000' /*SLM is at; b000 segment*/
*(semetex+Ox800)=l; /*erase SIM*/

wait(lO00)" /*wait or lose pixels*/

for(q=OxOOO; q<Ox800' q=q+OxO8O)

for(r=OxOo; r<Ox8O; r=rf2)

*(semetex+q4r)=0xfe•

*(semetex+q+r)=Oxfb;

*(semetex+q+r)=Oxef;
*(semetex+q+r)=Oxbf;

for(r=OxOl; r<Ox8O" r=r*2)

*(semetex4q+ r)=Oxfd;

*(semetex+q+r)=Oxf7;

*(seMetexlq +r)=Oxdf;
*(seme tex+q+ r)=Ox7 f;

* (semetexWOx801) =0:

,/*TURBO-C has a time delay function "delay()" tiat could 1he tsed
/*instead of this wait() subroutine. */

wait(t)
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time t start, finish;
time(&start);
time(&finish);
while(diffrime(finish, start) < t/100O)

time(&finish);



/* CHECKER2.C
* */

/* AIR FORCE INSTITUTE OF TECHNOLOGY /

7* CHECKERBOARD PATTERN GENERATOR FOR THE S1 1 /

/* by Capt John Cline /

AugLust 31, 1989
7* */

/*This program will display a checkerboard pattern on the S121.
/*Unlike CHECKER.C, which turns one pixel ON, then one pixel OFF, /
/*Lhis program turns two pixels ON, then two pixels OFF. /

AAiclude "stdioA.h"

=include "string.h"
=include "tilne.h"

unsigned r, (4;

m n(

char far *semetex,
seimetex - (char far *) O:O000000; /*S121 Is 1 )h() ze cgnca

* ( s~m -t {:: xSO0 : ' /:'7 rase SLM 1!,/

wait(1l5)0)) /wa it or lose pixels-/

for ( q=OO)x)" q<OxSO( q q+Ox080)

for(r-OxO2. r<Ox8O r=r4

seInetex (I+ r)=Oxfc•
*'" ( s ame tsex T + r () )xc f "
*(senet ex+c+-r+1) =Oxfc"

*( serex " qs r 1 ) -l oxlc f I

tor-( r4()x02 r<O:.80" r=- 4)

A- s -emnet c-x ,| r ) =(I)x f3•

* ( se.mi- te + ) -:, f•
*" + ,+(,tx+ q+r )=x :<f "

i t start , fi n i sh;

q(



time (&start);
time(&finish);
while(difftime(finisli, start) < t/1000)

time(&finish);
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/ *************************************************** *,-k********* /

/* X HAIR.C
I* *7

7* AIR FORCE INSTITUTE OF TECHNOLOGY
CROSSHAIR PATTERN GENERATOR FOR THE SLM *7

7* by tapt John Cline k/

/* August 31, 1989
I* *I
/*This program will displa; a crosshpir pattern on the SIM. This is *7
/*useful for bench alignment, since the diffraction pattern in any *7
/*plane (image, Fourier, or anywhere in between) resembles a *7
/*crosshair. As successive optical elements are inserted into the *7
/*optical path the notic axis should not move. Therefore, even *7
/*though the pattern that the crosshair makes, as viewed by a fixed *7
/*camera, will change with addition of optical eleents, the spot */
/*where the center of the crosshair like pattern is located should *7
/*remain the same provided the SLM centers the original crosshair on *
/*the optic axis.
************************************************* * *

#include "stdio.h"
#include "string.h"

4include "time.h"

unsigned r, q;

main()

char far *semetex;
semetex = (char far *) OxbOO00000; /*SLM is aI b"O10 segment*/
*(semetex+0x800)=l; /*erase SLM*!

wait(1000); /*wait or lose pixels*/

/*write four columns*/

for(q OxO; q<Ox800; q=q+OxSO)

*(semetex4q+63)=Oxfc;

*(semetex+q+63)=Oxf3;

*(semetex+q+63)>Oxcf;

*(semetex+q+63) Ox3f;
*(semetex+q+64)-Oxfc;

*(semetex+q+64)=Oxf3;

*(semetex+q+64)=Oxcf;

*(semetex+q+64)=Ox3f;

*(semetex+q+62)=Oxfc;

*(semetex+q+62)=Oxf3;
*(semetex+q+62)>Oxcf;
*(semetex+q+62) 0x3f;
*(semetex+q+65)>Oxfc;

*(semetex+q+65)=Oxf3;
*(semetex+q+65)=Oxcf;

*(semetexfq+65)=Ox3f;
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/*write four rows*/
for(q=OxO; q<0x80; q+±)

*(sernetex+q+128*7)=Ox3f;
*(semetex+q+128*8)=Oxfc;

*(semetc::+0x801>=O; /*write pulse for contrast*/

/*TURBO-C has a time delay function "delayo" that could be used
/*instead of this wait() subroutine.

wait(t)

time t start, finish;
time(&start);
time(&finish);
while(difftine(finisi, start) < t/1l000)

time(&finish);
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APPENDIX B. TARGA FRAMEGRABBER SYSTEM

This appendix presents information relating to the AT&T

Truevision Advanced Raster Graphics Adapter (TARGA)

framegrabber board for IBM compatible PCs used in the

experiments of this thesis. First a brief description of

the operation of the TARGA is given, including its file

format. Next some software provided by the vendor will be

described. Finally, batch and command files (.CMD) for use

with the vendor program TESTTARG.EXE will be presented.

The following discussion should serve only as a

supplement to the TARGA manuals [28] [29] and documentation

files provided with the vendor software [30] [31] [32] [33].

Information concerning the SONY CCD cameras used with the

TARGA system can be found in its manual [34].

B.1 TARGA Operation

The TARGA framegrabber is capable of taking a video

signal input and digitizing it. It can accept NTSC video

from any source including a VCR or camera. The digitized

signal is 400 pixel lines by 512 pixel columns and samples

about 80% of the normal monitor display in both dimensions.

The individual pixels are represented by eight bit grey

scale using unsigned byte format. The brightest pixels will

have a value of hex FF and the darkest hex 00. Although

other Truevision hardware products allow for color images,

the TARGA 8 boards available at AFIT are only black and

white devices.
101



Not only can these ThRGA boards digitize video inputs,

but they can also store these digitized images in a file.

These files can be recalled to the board later for redisplay

on a video monitor (not the PC monitor) using the VIDEO nUT

port of the card. The VIDEO OUT port of the card will

either transmit the signal of the VIDEO IN port or the

digitized image resident on the card depending on software

selection of these two alternatives.

Files saved by the TARGA 8 boards all have the same

format. Unlike most other raster image files whose origins

are in the upper left hand corner, the origin of TARGA 8

files created by the vendor software is in the lower lpft

hand corner. After 18 bytes of header data, the grey scale

pixel data is listed serially from left to right starting

from the bottom row. The actual header format for the TARGA

8 data type (type 3) is not listed in the manuals provided

by the vendor, but it appeared as though it was the same as

data type 1 that was detailed in the TARGA manual [28:E-2].

Dip switches on the TARGA board allowed the user to

define several important specifications for addressing the

TARGA board. Switches could select both a segment and an

offset address for the board [28:B-11. The segment and

offset used throughout this thesis were hex DOO and 0220

respectively.

The DOS environmental variable TARGA must be set to

reflect these before running software that uses the TARGA

board. The variable TARGASET must also be initialized to
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board. The variable TARGASET must also be initialized to

specify capt-ure region, board type, and sync source.

B.2 TARGA Software

Software for the TARGA can be divided into four

categories: 1) TRUEART; 2) C library routines; 3) utilities;

and 4) batch files and TESTTARG command (.CMD) files.

The program TRUEART.EXE was supplied with the TARGA 8

boards when they were purchased [30], and offers user

friendly control of the TARGA 8 board. Documentation for

this program is included in the manual [28:3-1].

The C library routines are a collection of programs

written for Microsoft-C compilers, including Quick-C. They

were not used during this or any other thesis effort.

However, documentation [29] and the disk [31] are available

for future use. They can provide the greatest control of

the TARGA 8 board.

The utilities can be found on two diskettes,

"Truevision Trutilities" [32] and the "TARGA Software Tools

Utilities Disk" [33]. The Trutilities disk includes,

amongst others, programs to convert TARGA files to

Encapsulted PostScript (.EPS) file format and Tagged

Information File Format (.TIF). The .EPS file format can be

imported to LATEX and the .TIF file format can be imported

to Word Perfect 5.0. Unfortunately, these two programs have

problems.

After running TRUEPS.EXE to convert to .EPS format, the
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last two command Lines must be removed to make the file

useful in LATEX. This can be done using any ASCII editor

[35].

The program TRUETIF.EXE creates files that are not

properly read by Word Perfect 5.0. Which program is

incorrect is not clear. Details of this problem, as well as

its solution can be found in Appendix F.

The utilities on the "TARGA Software Tools Utilities

Disk" include the programs TARGAGET.EXE and TESTTARG.EXE.

TARGAGET.EXE simply displays a TARGA file on the video

monitor. While the very useful TESTTARG.EXE allows for user

interactive control of the TARGA board.

To allow for easy use of the program TARGAGET.EXE a

batch file was written, and kept in the root directory of

the PC. The user could simply type "display filename.ext"

at the C> prompt to display a file on the video monitor.

Where filename.ext is the complete path of the TARGA file of

interest. The batch file is listed below:

:DISPLAY.BAT
:This batch allows display of a TARGA file from any
:directory by executing TARGAGET after initializing the
:TARGA variables notice that a filename must be
:specified when TARGAGET is invoked (the %1 is the
:clue) likewise for this batch the proper DOS command
:would be C>display path\filename.ext

echo off
cls
CD \TARGA
SET TARGA=247
SET TARGASET=T8X-10G
targaget %1

Notice that since, in general, the TARGA files were
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stored in the \TARGA directory, only the filename and

extension needed to be typed using this batch saving the

keystrokes of the directory name. Notice also the setting

of the two environmental variables, TARGA and TARGASET.

TESTTARG.EXE was by far the most useful program made

available for this thesis. Although it was originally

written to be used interactively through the keyboard, DOS

allows for redirection of program execution. In other

words, a file containing all desired keyboard entries could

be specified when executing a program. By convention, these

files have the extension .CMD.

At the C> prompt, typing "TESTTARG <path\filename.cmd"

would execute the program TESTTARG using the command file

specified by path\filename.cmd. The instructions listed in

the .CMD file for the control of the TARGA board would then

be executed as if the user were typing them in after

TESTTARG prompts. For better understanding, running

TESTTARG interactively is suggested. Help is available.

Another useful batch file LIVE.BAT puts the TARGA board

in live mode by executing TESTTARG using the command file

<live.cmd. BOTH files are provided below:

:LIVE.BAT
:this program simply puts the TARGA board in live
:camera mode.

echo off
cls
CD \TARGA
SET TARGA=247
SET mRGASET=T8X-10G
testLarg <]ive.cmd
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:LIVE. CMD
:This file will put the targa board in live mode when
:used as a batch with testtarg.exe. The DOS command is
: "testtarg <live.cmd".

live
graphend
quit

A number of other batch and .CMD files were written for

this thesis. They will be presented in Appendix G.
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APPENDIX C. FLIR DATA

This appendix presents information relating to the FLIR

data used in the experiments and simulations of this thesis.

First a brief description of the file formats will be

presented, followed by a discussion of software used to

alter these files. Computer code written during this thesis

effort in "C" for Borland's Turbo-C compiler is also

included.

C.l FLIR File Formats

The FLIR files used during this thesis have been at

AFIT for some time, and have been used for a number of

pattern recognition thesis efforts. In general these files

can be found on the VMS machines throughout the Engineering

school on various accounts, most recently Kevin Ayer's [24].

Originally these files were 240 pixel rows by 640 pixel

columns, with intensities encoded with eight bits of grey

scale in unsigned byte format. The files had no header

information included, and the data was listed row major

starting from the top left (unlike TARGA which started from

bottom left).

Unsigned byte files in the VMS system require certain

control characters to be present along with the data. For

that reason most of the files had 644 bytes per row instead

of the expected 640. The four extra bytes were at the end

of each row.
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These files may also have a different set of control

characters which will appear as two extra bytes preceding

each row, resulting in 642 bytes per row (possibly due to

file transfer in other than binary mode). A third file type

would have no control bytes, because they were removed using

available software on the VMS system. The net result was

that at least three distinct file types for the FLIR data

might be encountered.

The solution to the problem was to create three

separate programs for conversion of these files to TARGA

format. After file transfer (using FTP) of these files to a

PC, it was necessary to determine which file type was

present. This could be determined by checking the file

size. File sizes for zero, two, and four control bytes per

row were 153600, 154080, and 154560 respectively.

C.2 FLIR Conversion Software

The first step for preparing the FLIR files for display

on the MOSLM was to convert them to TARGA format. Close

inspection of the files showed that even numbered rows were

significantly darker than there odd neighbors, probably due

to something relating to interleaving in the original data

collection process. This problem could be eliminated by

averaging a 2X2 pixel area into 1 pixel.

A second problem was that the MOSLM had two defective

rows. To avoid these, the files could have no more than 71

pixel rows, so targetless regions at the top and bottom of
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the images would not be converted. The final result of this

first conversion step then was to convert the FLIP files to

a TARGA file that was 71X320 pixels.

The three programs that accomplished this were

FLR2HLF.C, FLR2HLF2.C, and FLR2HLF3.C for the zero, two and

four control byte file types respectively. These programs

were written so that it would be easy to write a .CM D file

to convert a number of files successively, leaving the

operator to pursue other things. All source code appears at

the end of this appendix.

After converting the files to TARGA format, the next

step was to binarize them. Ultimately the files would need

to be 45X128 pixel, binary images for use in the JTC using

the MOSLM. The technique used to perform this binarization

was to binarize on some threshold that was a linear multiple

of the mean value of the entire scene and "AND" this irage

with one that was binarized on a local 3X3 average. The

user could select which 45 rows of the 71 available he would

like to keep. Four 128 column files overlapping by (A

columns each would account for the entire 320 pixel colu:lns

of the reduced FLIR files. The programs used to accomplish

this step were called HLF2AND.C and HLF2AND2.C, and like the

FLR2HLF programs, they were made to be run with a .CMD file.

The differences between HLF2AND.C and HLF2AND2.C were that

the four files created by H[,F2AND.C usps the scene average

threshold and had extensions 1, 2, 3 and 4, while HLF2AND2.C

used a user specified scene threshold and had extensions la,
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2a, 3a, and 4a.

The last program in this appendix was one that helped

to create a template file from one of the 45X128 scene

files. The program TEMPLATE.C allowed the user to select a

29X65 pixel segment within a scene file where he thought the

target was located. By running the batch tile TEMPLATE.BAT,

which used the TESTTARG command file "template.cmd" to

display the scene and template file, the results of this

segmentation could be seen. Further background reduction

could be accomplished using a hex editor (like the one

available with Norton's Utilities), to hand segment the

template.

The file "template.cmd" is created each time TEMPLATE.C

is run and is different each time. However, TEMPLATE.BAT is

presented below, followed by the source code for the above

mentioned programs.

:TEMPT.ATE. BAT
:This batch allows the creation of a t~mplate file
:from a binary scene file for display on a MOSLM for
:use in the J'IC. The program TEMPLATE.C (a program
:written in Turbo-C) creates the file, and using the
:the command file2 "template.cmd" the program TLSTIARC
:is used to display the original scene file and the
:resultant template on the video monitor.

:preparation
echo off
cIs
SET TARGA-247
SET TARGASET=I LX-OG

CD\TURC
template
CD\TARGA
testtarg -template.cmd
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/-re ad dat a, i I 2ert rows, ave ra; '? fot 1 , and 'I.) d :

fseek(filel , 77 440, 0);

fread(hufferin, 1, 144800, f ilel"
f(,t-(j=O" j<70' j =2)

for(k=O; k<640; kt=2)

ho Ider=(huf fer in[ j 1 [kI+Iufr j 4 1] [kI
4buffcrin[j j[ k+ I+bufftri nj +I[kflI+2)/4

hufferout- 1314-j/2 1 k/2 ] holdor

tri te (hut ferout, 11200, 1 . fi I e2)

fseek(fill 313 60, 0)"
frcad(bIIff tr- n, 1 , 46080, fi Ie )"

or( j j <.72 j -- )

for(k-0" k--614; k4- 2)

1,older=(bufferin[j][k]+bufferin[j411[k]
+huffer in j ][k+1]+bufferin[j4-l1[k+i]+2)/:

bi if r oi i, r3 5-j/12] k/2 I=holdce r'

ftw. ritc(h ufftroit I 1520, 1 f11c2)"
fclose(fi el:
fclose (f i l 2 )
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/* FLR2HLF2.C

AIR FORCE INSTITUTE OF TECHNOLOGY 0"

/' CONVERSION PROGRAM FOR FLIR TO TARCA FILE FORMAT .""

by Capt John Cline ,''

July 31, 1989 Q

/*This program CONVERTS a user specified -153k FLIR image file to
/*-22k TARGA format by deleting the first and last 49 rows and
/*combining the remaining rows and columns 2 for 1. The resultii

/*file is 71x320 pixels, whereas the original was 24:.:640 pi:els.
/*To make these files useful tor the SLM, it is necessary to run t,"
/*program HLF2AND.C or HLF2AND2.C after running this nne. This
/*version of the FLIR conversion program assumes 2 LEADING BYTES -i
/*control characters will be present in the FLIR file. If the FLIR
/*files contain 0 or 4 control characters, FLR2tILF.C or FLR2HLF3.C
/*must be run instead.

=include "stdio.h"

=include "stringh"
=inc lude "math .h"

Jut i, j, k, n, numbe:_ files;

char filename[256j, filename2[256' filename312561
unsigned char bufferin[72] [6421;

unsigned char bufferout[36[[320]:
unsigned holder;
char targhead[] = ('\xOO', '\xOO', '\x03', '\xO0', '\xO0' '\xOO',

'\xO0', '\xOO', '\xOO', '\xO0' '\xOO', '\xO0''

\x40', '\xOi', '\x47', '\xO' '\x08', '\xO0'!:

FILE *filel, *file2;

void main()

printf("Enter the number of files to process: "
scanf("%u", &number files);
for(n-O; n<number files; ni)

printf("FILE NUMBER %d OF %d\n", n+l, number files):

/*gret input file name*/
printf("Enter file name (no .flr) of FLIR file"): /*. flIr assumed*/

printf("in \TARGA directory).\n"); /*TARGA directory assumed*
scan("As", filename)
sprintf(filename2,"\\targa\\i s. fl r" , fi lenam )•
;printf (fi lename3, "\\targm\\*s .hl f" ,fi 1 enam )•

/*open files and write header*/

fil2 -fopen(filenamc3,"wb");
fwrite(targhead.1.8,1,file2)
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filel=fopen(filenane2,"rh");

/*read data, invert rows , average 2 for 1, and w~rit d it a'-'/

fseek(filel., 77682, 0);
fread(bufferin, 1, 44940, filel);
for(j=0; j<70; j±= 2)

for(k=2: k<642; k+=2)

hoider=(buffer in[j J [kj+hufferinfj41] k I bufferin~j ki I'
+bufferin~j+l] [k+12)/4;

bufforouit[3 3-j/2] [k/2-1]=-holder:

fwrite(bufferout, 11200, 1, file2);

fseek(filel, 31458, 0);
fread(bufferin, 1, 46224, filel);
for(j=0; j<72; j+=2)

for(k=2; k<642; k±=2)

holder= (buf fer in[ j Irk]huf ferin j tI' 'k" buff urinj'jk+1~
+bufferin[j±1] [k+13+2)/4;

buifferotFt35-j/21 [k/2-1J=hiolder:

fwrite(bufferout, 11520, 1. file2);
fclose(fllel);
fclose(file2);



/* FLR2HLF3.C

/" AIR FORCE INSTITUTE OF TECHNOLOGY
CONVERSION PROGRAM FOR FLIR TO TARGA FILE FORAT

by Capt John Cline
/P July 31, 1989

/*This program CONVERTS a user specified -153k FLIR image file to */
/*-22k TARGA format by deleting the first and last 49 rows and
/*combining the remaining rows and columns 2 for 1. The resulting ,'

/'*file is 71x320 pixels, whereas the original was 240x640 pixels.

/*To make these files useful for the SLM, it is necessary to run the /
/*program HLF2AND.C or HLF2AND2.C after running this one. This
/*of the FLIR conversion program assumes 4 CONTROL CHARACTERS will 
/*be present at the end of each row in the FLIR file. If the FI.IR
/*files contain zero or two control characters, FLR2IILF'.( or
/*FLR2HLF2.C must be run instead.

=include "stdio.h"

4include "st-ing.h"
=include "math.h"

int i, j, k, n, number files;
char filename[256], filename21256], filename3[256:
unsigned char b.fterin[72][644j;

unsigned ch,1r bufferout[36][3201;
unsignd holder;

K!..ar targhead[ '\xOO' , '\xO' , '\x0 3' , '\xOO' ' '\xO'
'\xOO', '\xOO', '\x00', '\xOO', '\xO0' '\xOO',
'\x40', '\xOl', '\x47', '\x00', '\x08' '\xO0':

FILE *filel, *file2;

void main()

printf("Enter the number of files to process:
CIIf("%U", &number files);

for(riO; n<number files" n++)

printf("FILE NUNBER %d OF zdn", of , n':nber files)

/;,get input file name*/

printf("Enter file name (no fir) of FLIR file"); ,* fir -issumd( I
piIintf("i i \TARGA directory) \n"); /-TARGA (tirector% nssu-edt:
scanf("*s", filename);
sprit f(filename2," \targa\\ . fir".filenane)
:sprint f( filename 3," \\ta rga\,X a hif" , f iltanne)

/;open f ilesa and w ri te head(er* /

fi ie2-- fopen( fi l enarne3, "wb" )
fwrite(targ~head. 18,1, file2);
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file l=fopen(f iI enaipe2 , "rh");

/*read data, invert rows, average 2 for 1, and wite at-i
fseek(filel, 77924, 0);
fread(bufferin, 1, 45080, filel);
for(i=O; j<70; j+=2)

for(k=0; k<640; k+-=2)

holder~=(buffer in[ j ] [kj+bufferin~j+1 [k]+hUffej-inIj [1
bufferinfj+ 1][k 1j 2)/4;

bufferout[34-j/2] [k/2]Tholder;

fwrite(bufferout, 11200, 1, file2):

fseek(filel. 31556. 0);
fread(bufferin, 1, 46368, fiuel);
for(j=0; j<72; j+=2)

for(k -0; k<640; k+=2)

holder= (buf ferin[j I [k]+bufferii j +I] [k] lh)uf-feriCJ'
fbufferin~j+13 [k+1j-+2)/4;

buifferout[35-j/2] [k/2]Thiolder:

fwrite(bufferout, IMO2, 1, tile2):
fclose(filel);
fclose(file2);

*k******~~~~~~~ ********* *W**~A'A
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/* HLF2AND.C

AIR FORCE INSTITUTE OF TECHNOLOGY /
PROGRAM TO BINARIZE FLIR .HLF FILES FOR USE WITH THE SLI'/

by Capt John Cline */

July 31, 1989 */

/*This program creates a BINARY version of TARGA files, that were */
/*originally FLIR data. It should be run after running FLR2HLF.C, */
/*FLR2HLF2.C, or FLR2HLF3.C which reduce the original 240x64O FLIR V/
/*file to 71x320 pixels. The program first binarizes the pixel */
/*values based on the 71X320 image's AVERAGE intensity. It also */

/*binarizes based on using the local average of 3x3 pixels. Both '7
,'3-niticr- mut be sqtiqfipd for the Dixel to rpc-ive i -f, be F
/*'I' Finally, the program breaks the file up into four smaller */
/*45X128 files for use with the SLM in the JTC. The user specifes */

/*offset that determines which of the 71 rows will be included. The */
/*files are stored in TARGA format in the files "filename.l" thru
/*"filename.4". To use these files on the SLM, you must run the '7
/*program DIS-HF.C. Another program, HLF2AND2.C allows you to '7
/*specify a multiplier for the scene average threshold. */

=include "stdio.h"
=include "string.h"

include "math.h"

float threshold=O, thrshld;
unsigned int jj, i, j , k, 1, m, offset, n, number files"

char filename[256], filename2[256];
unsigned char bufferin[45] [320];

unsigned char bufferoutl[45][320], bufferout2145] [128];
char targhead[] = {'\xOO', '\xOO', '\x03', '\xOO', '\xOO', '\xOO'

'\xOO', '\xO0', '\xOO', '\xOO', '\xOO', '\xO0'
'\x80', '\xO0' , '\x2d', '\xO0', '\x08', '\xOO'',

FILE *filel"
Void main()

printf("Enter a vertical offset (integer between 0 and )) :\n")

scanf("%u", &offset) ;
offset 320*offset+18•

printf("Enter the number of files to process:
scanf("%u", &number files);
for(n-=(; n<number files; n++)

printf("FILE NUMBER %d OF %d\n", n~l, number files);

/*get file name '7
printf("Enter file name (no .hlf)")" ,"'"lnSUm . ilf*/

printf( (in \TARGA directorv.)\n") ;!/'ssvume , .... .,
scanf(" s", filename);
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sprintf(filenaine2,"\\targa\\%s.hlf',filenine);

/*read in data*/

printf("\nreading in data\n");
filel'=fopen(filename2, "rb");
fseek(filel, offset, 0);
fread(bufferin, 1, 14400, fMel);
fclose(filel);

/*Do the scene average threshold*/
printf("calculating scene average intensitzy\n");
for(i=0; i<45; i-f+)

for(j=0; j<320; j++)

threshold+=bufferin[ ii[j 1;

threshold=threshold/l4400;

/-'-Now do the local 3X3*/
printf ("calculating local 3x3 average intensi ty\n count to !43\l")

for(i=l; i<44; i++)

printf ("%u\n" , i)
for(j=1; j<319; j±+)

thrshld=0;
if(bufferin[i][ji <=threshold) bufferoutl~i][jj =Ox:,:
else

for(l=i-l; 1-<1+2; 1±+)

for(m=j-1; m<j±2; mn±+)

thrshld+=bufferin[l] [i];

if(bufferin[i] [j]<=thrshld/9) bufferoutli [j>Ox)0;
else bufferoutl[i] [j]=Oxff;

/*zero edges of output arravrk/

for(i=0; i<45; i+4-)

bufferoutl[ ii [0}0x00;
bufferoutl[i] ]319]=OxOO;

for(j-0; j<320; j±+)

bufferoutl[lo][j }=0x00;
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bufferoutl[44] [j ]=OxOO;

/*write the four files*/
printf("writing output files");
for(k=O; k<4; k+±)

for(i-O, i<45; i++)

jj=k*64;
for(j=O; j<128; j+±)

bufferout2(iJ j ]=bufferoutl[i Hijj

sprintf(filename2,"\\targa\%s.%u",ilenrne,+-1);
filel=fopen(filename2, "wb");
fwrite(targhead,l8,1,filel);
fwrite(bufferouit2,5?60,l,fiiel);
fclose(filel);
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/* HLF2AND2.C
/* */

AIR FORCE INSTITUTE OF TECHNOLOGY /
PROGRAM TO BINARIZE FLIR .HLF FILES FOR USE WITH THE S12.

by Capt John Cline

July 31, 1989

/*This program creates a BINARY version of TARGA files, that were */

/*originally FLIR data. It should be run after running FLR2HLF.C, /
/*FLR2HLF2.C, or FLR2HLF3.C which reduce the original 24 0%:.640 FLIR /

/*file to 71x320 pixels. The program first binarizes the pixel /
/*va],ies based on the 71X320 image's AVERAGE times a user specified /
/*multiplier. It also binarizes based on using the local average of 7
/*3x3 pixels. Both conditions must be satisfied for the pixel to 7
/*receive a value of '1'. Finally, the program break- the file up */
/*into four smaller 45X128 files for use with the SLIM in the JTC.
/*The user specifes an offset that determines which of the 71 rows /

/*will be included. The files are stored in TARGA format in the /

/*files "filename.la" thru "filename.4a". To use these files on tLhe '

/*SLM, you must run the program DIS-HF.C. Another program.*
/HLF2AND.C, does not allow a multiplier for the scene average
/*threshold and stores the files in "filename. " thru "filename.4" /

-include "stdio.h"
=include "string.h"
=include "math.h"

float multiplier, threshold=O, thrshld;
unsigned int jj, i, j , k, 1, im, offset, ii, number files;
char filename[256], filename21256];

unsigned char bufferin[45][320;
unsigned char bufferoutl[45][320], bufferout2[45][128}
char targhead[] = ('\xOO', '\xOO', '\x03', '\xOO', '\xO0', '\xOO',

'\xO0', '\xOO', '\XOO', '\xO', '\xxO'' '\xO00'
'x O , '\xO0', '\x2d', '\xoo', '\x0o8', -\xno()

FILE *filel"
void main()

printf("Enter a vertical offset (integer between 0 and 2() \n")
scanf("%u", &offset);
offset=320*offset+18;
printf("ENTER threshold multiplier (mean=l:)
printf(" 1.5 times mnean=l.5 etc.)'kn"
5canf("%f", &multiplier)"

printf("Enter the number of files to process:
scanf( "u" . &number fi les):
for(n=); n<number files: ni+)

printf("FILE NUMBER *d OF 'd\n", n+l, number fil1s):
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/*get file name
printf("Enter file name (no .hlf)"); /;"'assuuehi s

printf(" (in \TARGA directory .)\\n"); /-^ssumec \TARGA-,c/
scanf("%s", filename);
sprintf(filename2, "\\targa\\%s .hlf" ,filenam-e);

/*read in data*/
printf("\nreading in data\n');
filel~foppnffilename2, "rb");
fseek(filel, offset, 0);
fread(bufferin, 1, 14400, filel);
fclose(filel);

/*Do the scene average threshold*/
printf("calculating scene average intensity\n")
for(i=O; i<45; i++)

for(j=0; j<320; j±±)

threshold+=bufferin[i] [j]

threshold=multiplier*threshold/14400;

/*Now do the local 3X3*/
printf("calculating local 3x3 average intenisity\n count to 43\1");
for(i=l; i<44; i±-4)

printf('%u\n" ,1);
for(j=1; j<319; j±-)

thrshld=0
if(bufferin[i] [j ]<=threshold) bufferoutli [ j ]=OxbO:
else

for(li-1; 1<1+2; 1++)

thrslild+-bufferin[l] [in]

if(bufferin[i][ji]<=-thrshld/9) bufferoutli V J -0xOO:
else hufferoutl[i] [j JOxff;

/-ze ro edi;e s of outpu, airray*/
for(i=0; i<45; i±+)

huf ferout Ii [0] [O-=OxlO
bufferoutl[ [iL 3191 -000-1
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for(j=O; j<320; j±+)

bufferoutl[O] [j VOxQO;
bufferoutl[44] [j 3=OxOO;

/*write the four files*/
printf("writing output files");
for(k=O; k<4; k++)

jj=~k*64;
for(j=O; j<128; j±±)

buff erout2 [i ] [j ]~bffroutI[ i [jj I

spr in tf(filIename2, f\trg\% !Ia ,lename k-i-i
filel~fopen( filename2,"wb");
fwrite(targhead,18,l1filel);
fwrite(bufferout2,5760,1,filel);
fclose(filel);



/* TEMPLATE.C
P*

AIR FORCE INSTITUTE OF TECHNOLOGY

PROGRAM FOR CREATING TEMPLATES FOR USE IN THE JTC
by Capt John Cline

July 31, 1989

/*This program will create a -7k 450128 pixel TARGA file usina' V05(

/*pixels from a user specified binary FLIR file in TARGA format
/*kcreated by the program H-LF2AND.C or H-LF2AND2.C. The user selec ts

/*~the coordinates of the center pixel in the original file, and ;hai
/*29x65 pixels will be written onto a black background centered av

/*pixel location (64, 14). The template file can be displayed on
/-kSLM using the program DIS-HF which is part of a joint transform
/-kcorrelator. The program also creates a .CMD file for use 'gith

/*the TARGA program TESTTARG which allows the template and scene
/*file to be displayed on the video monitor after template creation. :
/*The batch file TEMPLATE.BAT will perform all necessarrv steps

/*except some further segmentat ion of the template that must he done ~
/*~use a hex editor like the one available with Norton's Utilities. 0,

=Include "stdio .h''
inc lude "string.h'

zinclude "math~h"'

unsigned mnt I, j, ii, jj, xc, yc;
char filename[256] , filename2[256] , filename3[2561
unsigned char hufferin[45J [l28];

unsigned char bufferout[45l [1281;

char targhead[I = J'\OO' , '\xOO' , '\x03' , '\XO', '\X00'' '\0'

'\XOO' , '\X0O' , '\xQO'' '\X00'' '\X00'' .\w'

FILE *filel, *file2;,

void( main(

printf( Enter file name and ext of AND file"):
printf(' (in \TARGA directory) .\n"); /assume 'NTAILIAO
scanf( "%5, filename):

sprintf( fi Iename2 ,"\\targa\\is " ,filename);

printf("reading in (lata'n");
fi lel-fopen(fjilename2," rh")

fseek(filel,18,)
fread(hufferin, ,,5'60. fulel)
fclose(filei):

/':template will go in TARCA directorv wi th twp ex: n>Won'

printf("Eriter tile name no . mp)"):
pri ntf( " of template file (to \TARGA di rector;). 2K'>
scanf("Ws, filename):
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APPENDIX D. SPIRICON FRAMEG-ABBER

This appendix presents information relating to the

Spiricon fraregrabber system. It is included for two

reasons. First, this system can provide 3D plotting of its

files that enhance documentation. Second, this camera and

framegrabber system may be used in future related research.

The manual can provide more information concerning this

system if it is needed [36].

A brief discussion of Word Perfect 5.0 import of these

3D plots and description of the file formats wiil be

presented, followed by a discussion of software used to

convert TARGA file formats to Spiricon and vice versa.

Computer code written during this thesis effort in "C" for

Borland's Turbo-C compiler is also included.

D.l Documentation in Word Perfect 5.0

The following discussion assumes knowledge of Wofd

Perfect 5.0's graphic program GRAB.COM. 3D plots using the

Spiricon system can be imported into Word Perfect 5.0 if a

few steps are followed. GRAB.COM must be run first, before

executing the Spiricon software. GRAB.COM, which can

convert the computer monitor display into a graphic file

"grabX.wpg" for later import into Word Perfect 5.0, is

normally easy to use. However, when it runs along with the

Spiricon software some strange things happen.

The first problem encountered is that the outlire box
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is not visible, but the correct region is usually captured

if no cursor buttons are pressed. The second problem is

that after the file is created, the computer locks up and

must be reset by powering down and back up again (Ctrl-Alt-

Del won't work). This may be too tedious if a number of

plots are necessary, so cut and paste may be preferred using

Spiricon's built in print function.

D.2 Spiricon File Formats

Spiricon files are 512X512 arrays of eight bit grey

scale pixels in unsigned byte format. The only differences,

other than the size of the file (512X512 versus 400X512),

between Spiricon and TARGA files are the necessary header

information, and that the TARGA files are row major starting

from the lower left, while the Spiricon files are ro,' major

starting from the upper left.

Instead of the 18 byte header used by TARGA files,

Spiricon files have only two bytes preceding the image data,

hex 39 and hex 30. Spiricon files also have 906 bytes of

information at the end of each file relating to equipment

configuration. So the total length of the Spiricon file is

263052 bytes [36:79], versus 204818 bytes for a full screen

(400X512) TARGA file.

D.3 Spiricon Conversion Software

The first of three conversion programs, TAR2SPIR.C,

converts a 400X512 TARGA file to a 512X512 Spiricon file by

adding 56 rows of zeros both above and below the image data.
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The 906 bytes of information typically at the end of each

Spiricon file is read from the file "spir.fig" that is used

by the Spiricon system software, and can be found on the

distribution diskettes [37].

The second program, SPIR2TAR.C, converts the Spiricon

file to a 400X512 file by deleting the first and last 56

rows. A third program, SPI2TAR.C, creates a 512X512 TARGA

file which can not be fully viewed on the TARGA video

monitor. However, this does allow Spiricon files to be

converted to Encapsulated PostScript files for use with

Latex (see Appendix B).
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/ ****** * ***** ** **** * ***k* *-*-* **- ********** ****-****** ;***** *********/

/* TAR2SPIR.C

7* AIR FORCE INSTITUTE OF TECHNOLOGY
7* CONVERSION PROGRAM FOR TARGA TO SPIRICON FILE FORMAT

by Capt John Cline *7
7* July 31, 1989
7* *
/*This program CONVERTS a user specified TARGA file to Spiricon file *7
/*format by adding 56 blank rows above and below the image data.
/*The file "spir.tig" must be present to provide header information *7
/*for the Spiricon file. Since Spiricon's files start from the top *7
7*TARGA's start from the bottom, inversion is necessary. *7

rinclude "stdio.h'
#include "string.h"
*include "math.h'

int i, j, k;
char filename[256], filename2[256], holder[512];
char bufferit[100][512];
char spirhead[2]=t'\x39','\x30');

char spirtail[906];

FILE *filel, *file2, *file3;

void main()

/*get file names and open files*/

printf("Enter complete path and file name of TARGA file.\n");

scanf("%s", filename);
filel=fopen(filename,"rb");
printf("Enter complete path and file name of SPIRICON file.\n");
scanf("%s", filename2);
file2=fopen(filename2,"wb");

/*write 2 header bytes and 56 blank rows*/
fwrite(spirhead, sizeof(spirhead), 1, file2):
fwrite(bufferit, 28672, 1, file2);

/*read TARGA, invert rows and write Spiricon*/

printf("Count to 4\n");
for(i=O; i'4,; i++)

printf("%d\n",i+l)
fseek(filel, 18+51200*(3-i), 0);

fread(bufferit, 1, 51200, filel);
for(j=O; j<50; jff)

for(k-O; k<512: k+4)

hn~lder~k] b1)1ffri t j;
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bufferit[j 3[k]=bufferit[99-j] 3i
bufferit[99-j] [kl=holder~k];

fwrite(bufferit, sizeof(bufferit) , 1, fiie2);

fclose(filel);

/*write 56 blank rows*/
for(i=0; i<512; i++)

for(j=0; j<56; j++)

bufferit[j]3[i]=OxOO;

fwrite(bufferit, 28672, 1, file2);

/*write configuration file to Spiricon file*/
file3=fopen("spir. fig", "rb");
fread(spirtaii, 1, 906, file3);
fclose(file3);
fwrite(spirtail, sizeof(spirtail), 1, file2);
fclose(file2);
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/ ******** *** ***** **** ** *** **** * ***** ***** ***** * **** ***** ** ** * ********

/* SPIR2TAR.C */

/* AIR F)RCE INSTITUTE OF TECHNOTOGY
CONVERSION PROGRAM FOR SPIRICON TO TARGA FILE FORMAT

by Capt John Cline
July 31, 1989

I* *7
/*This program CONVERTS a user specified Spiricon file to TARGA file */
/*format by deleting 56 rows on the top and bottom of the image data.*/
/*An 18 byte header is added to the TARGA file. Since Spiricon's */
/*files start from the top and TARCA' start from the bottom, *,
/*inversion is necessary. The program SPI2TAR.C will create a *7
/*512X512 TARGA file (no deleted lines), however it can not be viewed*/
/*in its entirity on the video monitor.

********* ******************A*********

#include "stdio.h"
#include "string.h"

#include "math.h"

int i, j, k;
char filename[256], filename21256], holder[512];

char bufferit[100][512];
char targhead[] = {'\xOO', '\xOO', '\x03', '\xOO', '\xOO', °\xOO',

'\xOO', '\xO0', '\xO0', '\xO0', '\xO0', '\xO0',
'\xOO', '\x02', '\x90', '\xOl', '\x08', '\xOO'

FILE *filel, *file2;

void main()

/*get filenames and open files*/

printf("Enter complete path and file name of SPIRICON file.\n");
scanf("%s", filename);
filel=fopen(filename,"rb');
printf("Enter complete path and file name of TARGA file.\n");

scanf("%s", filename2);

file2=fopen(filename2,"wb");

/*write header*/

fwrite(targhead, sizeof(targhead), 1, file2);

/*read Spiricon, invert files and write TARGA*/

printf("Count to 4\n");
for(i=O; i<4; i++)

printf("%d\n",i+l);

fseek(filel, 28674+(3-i)*51200, 0);
fread(bufferit, 1, 51200, filel);

for(j=O; j<50; j4+)
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for(k=O; k<512; k+±)

holder[k]=bufferit[j] [k];
bufferitji[k1= bufferit[99-j ][k];
bufferit[99-j] [k]=holder[k];

fwrite(bufferit, sizeof(bufferit), 1, file2);

fclose(filel);
fclose(file2);
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/* SP12TAR.C

AIR FORCE INSTITUTE OF TECHNOLOGY
CONVERSION PROGRAM FOR SPIRICON TO TARGA FILE FORMAT *

7* by Capt John Cline
July 31, 1989

/*This program CONVERTS a user specified Spiricon file to TARGA file *
/*format without deleting any rows. The resultant TARCA file is *
/*512X512 pixels 112 rows too large for display of the entire image *
/*on the TARGA video monitor. However, this step allows the Spiricon*/
/*files to be converted to Encapsulated PostScript using the TARGA *
/*program TRUEPS.EXE. The resultant PostScript file must have its *
/*last two command lines removed using an ASCII editor to be imported*/
/*into Latex. An 18 byte header is added to the TARGA file; and k

/*since Spiricon's files start from the top and TARGA's start from *
/*the bottom, inversion is necessary. The program SPIR2TAR.C will *
/*create a 400X512 TARGA file (with deleted lines) that can he viewed*/
/*in its entirity on the video monitor. *

#include****k******************~~* 7sdoh

#include "stdio.h"

#tinclude "math.h"

mnt i, j, k;
char filename[256], filename2[256], holder[512];
char bufferit[64] [512];
char targhead[] = ('\xOO', '\xOO', '\x03', '\xOO', '\xOO', '\xOO',

'\xOO', '\xO2', '\xOO', '\xO2', '\xO8', '\xOO',;

FILE *filel, *file2;

void main()

/*get filenames and open files*/
printf("Enter complete path and file name of SPIRICON file.\n
scanf("%s", filename);
filel=fopen(filename,"rb");
printf("Enter complete path and file name of TARGA file.\n");
scanf("%s", filename2);
file2=fopen(filename2,"wb");

/--'write header*/
fwrite(targhead, sizeof(targhead), 1, file2);

/*read Spiricon, invert files and write TARGA*/
printf("Count to 8\n");
for(i=O; i<8; i4+)

printf("%d\n" ,i+l);
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fseek(filel, 2+(7-i)*32768, 0);
fread(bufferit, 1, 32768, filel);

for(j=0; j<32; j+±)

for(k=O; k<512; k++)

holder[k]=bufferit[j] [k];
bufferit[j] [k]=bufferit[63-j] [k];
bufferit[63-j] [k]=holder[k];

fwrite(bufferit, sizeof(bufferit), 1, file2);

fclose(filel);
fclose(file2);
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APPENDIX E. IMAGING TECHNOLOGY SYSTEM

This appendix presents information relating to the

Imaging Technology image processing system. This system was

made available by ASD\ENAML, and was used to perform the

simulations of Chapter III. The equipment can perform a

number of functions including 2D Fourier transforming and

image rotation, which may be useful for future attempts at

performing rotation invariant pattern recognition.

Additional information can be acquired from the system

manuals [38] or through personnel at ASD\ENAML [39].

A description of the file formats for the Imaging

Technology system is presented, followed by a discussion of

the software used for file conversion. Computer code

written during this thesis effort in "C" for Borland's

Turbo-C compiler is also included.

E.1 Imaging Technology File Format

All Imaging Technology files have a .img extension in

their DOS file name. The largest Imaging Technology files

are 480X512 arrays of eight bit grey scale pixels in

unsigned byte format. The only differences, other than the

maximum size of the file (480X512 versus 400X512), between

Imaging Technology and TARGA files are the necessary header

information, and that the TARGA files are row major starting

from the lower left, while the Imaging Technology files are

row major starting from the upper left.
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Instead of the 18 byte header used by TARGA files,

Imaging Technology files can have a variable header size,

depending upon the length of the comment field inside the

header. The header specifications for Imaging Technology

files are listed in the system manuals [38:C-11 and are

reproduced below.

Bytes Contents

0-i Characters IM indicate this is an image file
2-3 Comment length
4-5 Width of the image in pixels
6-7 Height of the image in lines
8-9 Coordinates of original X-axis position

10-11 Coordinates of original Y-axis position
12-13 File type flag 0 = 8 bit

1 = compressed

4 = 16 bit
14-63 Reserved
64-n Comment area - variable in length; maximum

255 bytes
rest Data area

E.2 Imaging Technology Conversion Software

The first of three conversion programs, TAR2IMG.C,

converts any size TARGA file to a Imaging Technology file by

changing the header and inverting the data to read from top

down instead of from bottom up.

The second program, IMG2TAR.C, converts Imaging

Technology files of any size to TARGA file format by

reversing the process of TAR2IMG.C. This may result in a

TARGA file that is too large to be fully viewed on the TARGA

video monitor. However, this does allow Imaging Technology

files to be converted to Encapsulated PostSciipt files for

use with Latex (see Appendix B).
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The third program, IMG2TAR2.C, converts a 480X512

Imaging Technology file to a 400X512 TARGA file by deleting

the last 80 lines.
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7* TAR2 IMG. C

7* AIR FORCE INSTiTruTE OF TECHINOLOGY
7* CONVERSION PROGRAM FOR TARGA TO PLACWING TECHNOLOGY FILE

by Capt John Cline
7* September 30, 1989

/*This program CONVERTS a user specified TARCA file to ImaginFg
/*Technology file format. A 64 byte header is adided to the linapii
/*Technology file; and since TARCA files start from the bottom and
/*Imaging Technology files start from the top, inversion is
/*necessary.

;-;include "stdio.h"
=include "string.h"

long mnt seek_- length;
nt i, columns, rows;

unsigned char filenamne[2561 ,filename2[256J , buffer[512] tarphead 18
char imtechhead[64]={'\x49','\x4d','\xO0','\xO0','\x00','\xO2',

'\x90', '\xOl', '\xoo' ,'\XOO' ,'\XOO' ,'\XOO',
'\xOO' ,'\xOO' ,'\xd7' ,'\x51' ,'\x72' ,'\xf9',

'\xld' ,'\x03' ,'\xc4' ,'\xldi', '\x06' '\x00',

'\x20' .'\x02' ,'\xlb' ,'\\-.\I ' ,'\x89Q' f-1

'\x96' ,'\xf9' '\x 8 2 ', '\xOO' x \f d' , i

'\N9e' ,'\xf9' 3 3\4' ,'\xOO' ,'x7

'\x82','\xOO' ,'\x~f' ,'\xOO'j

FILE -f ilel, *file2;

void Inain()

/*get filenames and open files*/'

printf("Enter complete path anid file name of TA1R:\ ie n
scanf("%s", filename);
file1~fopern(iilenamfe,"rb"):
printf("Enter complete path and file iime (,iiid oie)m".
printf(" IMAGING TECHNTOLOGY file \n')
scanf("%s", filenatie2);
fi1E,2=fopei( fi lenameic2 ,"wh)")-

7*Feet TARGA input file specs aind wr ite Ima ~jgE muTechoo e' lsme
fread(targhead, 1, 18, fi le])-
coIlmns=(int)ta3rgh~eadc[ 12 i2j)6-* m(it )t are lmead I')I
i-ows=( int) tairghead F 14 4-i25)6-'( iti',t areI(,ihadI>

i tilt tehhe ad [4 t a rgheidt 12
imtechbead[51 -t a rg head[ 131
inmtecthead 6-t argheiad [14 l
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initechhead [7 ] targhea (I 5

fwrite ( mtechhead 1,64 ,fi le 2

/*re ad in TARGA and write Imaging T( chnoo-, onY~ro.

see k- Iene th (long) i * lI.ong) co 1 ins t
fseek(filel, seek_- length, 0);

fread(huffer, 1, columns, filel):
fwrite(bulffer, columns, I file,2)

fclose(filel);

lclose(file2):
printf("done \n"):
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PIMC2TAR.C

/* AIR FURCE INST ITIF T~cIvl"o(ICY'1

/ C) \ FRS ION, PROG;RAM FOR I MA(;I C;TRN'IG YT r T.AR A Fi. t J I
/ by (apt I olkit Cl i i'

Septemiber 30)1 8

2hi programn CONV.ERTS a user spec ifited II not1') t'I. ltlt
'I Rt\(A~ file ioimat without deletiiii' an;~ r o. T resol -i 'I

filis a mT-aximum-1P of 480X512 piXols SO) rows t,-; olrett'i'o
/ tf he entire image oni the TARCA video inon i to or. HowtviY P'

/ aI l~sthle Imagin-g Techniologv Files to he convecrted to Ica~iia
2' PostScript- usinig -he TARGA program TRUEPS.EXE. The re-sultait

PostScript file must have irs last t-wo command line(s re(mol'led is i 11

l Ti ASCI I editor to be imported i nto Latex. An- 18 bvt e lo ,
/"'added to the TARGA file: anid since Iminei, T~chnlolo. II e st-ilrt

/-%-from the top an-d TARGA' s start- from thle bottom. o'er-1 'o on
:ceos sair v. Theo p ro grami I M G2TA P. C w ill crI:Eate 4 'COX I 2' T,\W. PL I
f/ fromi a 6 8OX 5 12 1imagF i rg TchnoIi l o F,- f ilIe h'; de I t or1 ,- I lst

!.' lie s, so that the tesul tait TARGA f il ran b-i e vie,,k0 in 1 t

/-cnt ritvon the video mont tot.

=1i1clude "stdio.h"
'-'nclde"stringh"

inst; -rued ca ~r ho] I It r
hi I f i I ni~me125' 1 ,f ilIcnamne2 ?991buf f e -' 51

1i , inl col umnos I a:s, commnlt 1seeko c- ni
I ~i V tO ~l)Q' ' \XOW, ' \x(U' () ->

*\-H' \xC)2 '>4 \W, ' 0'.'>)

1 , E~ ft 1 I 1 f i I

V0 i tIr ii 11i

/ t 1 I1 1 n 1 d~ 0 ,ic o en II

'i inItlf In .i omp et1 1 t e a 1 i t 1) 1i 1td 1 1e r, ani of

pr inli IC' 1'' (I' 1:G TCHNOI.COtY Ii I
s f [i 1 I n ,m~

p I- iwt f t i r c owlp I et t pot h anid f i It iOttk of 1 AIGA f i I * '

I I I~ I -ot i I C, I T1 it ''''b'

I pt-1I .. f 1 I.I.U iito III.spcaniwi TRC\>tcr

seck(f Ii I

tf ai(-:d ho I I-, I 9 f il II

f o rt ( i1 (n, - 1 de i I I2 "w c



coluinns=hoider[O]-f256*holIder[I];
targhead[12]=holder[O];
targhead[13]=holder[1];

fread(holder, 1, 2, fulel);
rows=holder[O]+-256*hiolderflj;

targhead[ 14J=holder[O]
targhead[l5j=holder~l];
fwrite(targhead, 1,18, file2);

/*read in Imaging Techniology Rind wri1te TARGA on(- rowv aiC Iy

for(i=rows-l;i>O i-

seek_ length =(lonig)i --- Columns 4 64 + omn ln;t
fseek(filel. seek_ length, 0);
fread(buffer, 1, columns, fulel);
fwrite(butfer, columns, 1, file2);

fclose(filel);
fclose(file2);
prinrf('dcxi \n")



/* IMG2TAR2.C
/* */

* AIR FORCE INSTITUTE OF TECHNOLOGY

/* CONVERSION PROGRAM FOR IMAGING TECHNOLOGY TO TARGA FILE FORMAT 7
by Capt John Cline /

/* September 30, 1989 /
/* ./
/*This program CONVERTS a user specified 480X512 Imaging Technology /
/*file to a 400X512 TARGA file format by deleting the last 80 rows. /
/*An 18 byte header is added to the TARGA file; and since Imagirigu .
/*Technology files start from the top and TARGA's start from the
/*bottom, inversion is necessary. The program IMG2TAR.C will create ;';/

/*TARGA files that match the size of the input Imaging Technology */
/*file. *7

=include "stdio.h"
ginclude "string.h"

int i, j, k"

unsigned wastclength,
char filename[256], filename2[256], wasteheader[2001, holderr5l2]

unsigned comnentlength;
char bufferit[1O0][512];
char targheadil = ('\xOO', '\xOO', '\x03', '\xOO', '\xOO', '\xOo'.

'\xOO', '\xOO', '\xOO', '\xOO', '\xOO', '\xO0'
'\xOO', '\x02', '\x90', '\xOl', '\x08', '\xOO'!:

FILE *filel, *file2;

void main()

/*get file names and open files*/

printf("Enter complete path and file nam, of");
printf(" 480X512 IMAGE TECHNOLOGY file.\n");

scanf("%s", filename);
fileI=fopen(filename,"rb");

printf("Enter complete path and filename of 400X512 TARGA Fle. \n"
scanf ("%s" , filename2) ;
file2=fopen(filename2,"wb");

/*write header*/

fwrite(targhead, sizeof(targhead), I, fil-2)

/*get Imaging Technology file specs*/

fread(wasteheader, 1, 4, filel);
comment length~was teheaderf 2] 256*wastehi(,d(er 3 I-
waste length=64 +comment length;

printf("CoLnt to 4\n")"

for(i=0; i<4. i++-)
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printf("%d\n" ,i+1);
fseek(filel, wastelengthi+51200*(3-i), 0);
fread(bufferit, 1, 51200, fulel);
for(j=0; j<50; j±±)

for(k=0; k<512; k++)

holder[k]=hufferit[j]j[k];
buifferitj][k)=buifferit[99-j j[C];
bufferit[99-jJ[kjholder[k[;

fwrite(bufferit, sizeof(hufferit0, 1, file2);

fclose(filel);
fclose(file2);



APPENDIX F. TAGGED IMAGE FILE FORMAT (TIFF)

This appendix presents information relating to the

conversion of TARGA files to TIFF for import into Word

Perfect 5.0. This technique created the grey scale imagery

that is pictured in Chapters III, IV, and V. The software

provided by the vendor, TRUETIF.EXE [32], did not interface

well with Word Perfect 5.0. The resulting images in Word

Perfect appeared to be shifted by several pixels. For that

reason, software was written to correct the problem.

A discussion of the necessary fix actions is given

below. Computer code written during this thesis effort in

"C" for Borland's Turbo-C compiler is also included.

Limited documentation is available for TIFF at AFIT [40].

F.1 TIFF Conversion Software

By inspection of the various files created by

TRUETIF.EXE, and through trial and error techniques, a

little was learned about TIFF headers. The result was that

a modified header file "tifhead.fil" was created. Using

this header as a baseline for (400X512 images), only two

observations were necessary to make the header generic. The

first was that the width in pixels was located in bytes 30

and 31, while the height in rows was located in bytes 42 and

43, so these four bytes had to be changed for different file

sizes. The second was that the header indicated that the

TIFF file would begin at the top left corner, so lack of
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TIFF documentation dictated inverting the TARGA data.

Two programs appear below: TAR2TIF.C, which converts a

400X512 TARGA file to TIFF; and TAR2TIF2.C, which converts

TARGA files of any size to TIFF. TAR2TIF.C runs faster!

One additional note: An error message appears in Word

Perfect when these files are imported. Ignore it when it

appears (by pressing [Enter]), and everything will work

fine.
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/* TAR2TIF.C
/* */

AIR FORCE INSTITUTE OF TECHNOLOGY
/* CONVERSION PROGRAM FOR TARGA TO TAGGED IMAGE FILE FORMAT (TIFF) /

by Capt John Cline

October 31, 1989 /
/* */

/*This program CONVERTS a user specified 400X512 TARGA file to TIFF. /
/*A 222 byte header is added to the TARGA data to create this file /
/*which imported into Word Perfect 5.0. The 222 byte header is read /
/*from the file "tifhead.fil" which must be present for this program Q/
/*to work. Since TARGA files start from the bottom and this header */
/*specifies starting from the top, inversion is necessary. The

/*program TAR2TIF2.C can convert TARGA files of any size, but runs */

/*slower.

ainclude "stdio.h'

ginclude "string.h"

int i,j,k;

char holder[512j, buffer[lO0][512];
char filename[256], filename2[256];

char tifhead[222];

FILE *filel, *file2;

void main()

/*read in header*/

filel=fopen("tifhead.fil", "rb");
fread(tifhead, 1,222, filel);

fclose(filel);

/*get file names and open files*/

printf("Enter complete path and file name of TARGA file.\n"):

scanf("%s", filename);
filel=fopenkrtiename."rb"):
printf("Entcr complete path and file namc of TIFF fFii .\n

scanf("%s", filename2);

file2-fopen(fiename2,"wb")

/*write header*/

fwrite(tifhead,1,222,file2)

/*read in TARGA, invert, and write TIFF*/

printf("Count to 4\n");
for(i=0; i<4; i++)

printf('%d\n", iy4)
fseek(filel, 184153600-i*51200,O);

fread(buffer, 1, 51200, filel);

1 b 5



for(j=0; j<50; j++)

for(k=0; k<512; k++)

holder[kjbuffer[j][ kJ
buffer[j ][k]=buffer[99-j ][k];
buffer(99-j l=holder~kl;

fwrite(buffer, 51200, 1, file2);

fclose(filel);
fcloss(file2);

1/16/



/* TAR2TIF2.C *7

7* AIR FORCE INSTITUTE OF TECHNOLOGY

/* CONVERSION PROGRAM FOR TARGA TO TAGGED IMAGE FILE FORMAT (TIFF) Q/

by Capt John Cline n/
/* October 31, 1989

/* */
/*This program CONVERTS a user specified TARGA file of any size to */
/*TIFF. A 222 byte header is added to the TARGA data to create this */
/*file which imported into Word Perfect 5.0. The 222 byte header is */
/*read from the file "tifhead.fil" which must be present for this */
/*program to work. The header must be modified to reflect the proper*/

/*file size. Also, since TARGA files start from the bottom and this *7
/*header specifies starting from the top, inversion is necessary. */
/*The program TAR2TIF.C can convert only 400X512 TARGA files, but is */

/*much faster. 7

#include "stdio.h'

=include "string.h"

long int seek_ length;

int i, columns, rows;
unsigned char filename[256], filename2[256], buffer[512]1, targhead[18]
unsigned char tifhead[222];

FILE *filel, *file2;

void main()

/*read in header*/

filel=fopen("tifhead.fil","rb");
fread(tifhead,1,222,filel);

fclose(filel);

/*get file names and open files*/

printf("Enter complete path and file name of TARGA file.\n"):
scanf("%s", filename);

filel=fopen(filename,"rb");
printf("Enter complete path and file name of TIFF file.\n"):

scanf("%s", filename2);
file2=fopen(filename2,"wb");

/*get TARGA input file specs and write Imaging Technologv header*/

fread(targhead, 1, 18, filel);

columns(int)targhead[12]+256*(int)targhead[13];
rows=(int)targhead[14]+256*(int)targhead[15];

tifhead[30]=tatghead[12];
tifhead[3l]=targhead[l3];

tifhead[42]=targhead[14];
tifhead[43j=targhead[15):
fwrite(tifhead,l,222,file2);
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/*read in TARGA and write TIFF one row at a time*/

for(i=rows-1; i> =O; i- -)

seek-length = (long)i * (long)columns + 18;
fseek(filel, seek -length, 0);
fread(buffer, 1, columns, fulel);
fwrite(buffer, columns, 1, file2);

fclose(filel);
fclose(file2);
printf("done \n");



APPENDIX G. EQUIPMENT CONTROL SOFTWARE

This appendix presents information relating to software

dritten for equipment control during this thesis. The

equipment controlled by this software are the MOSLM and the

TARGA framegrabber, discussed in Appendices A and B

respectively. The software includes DOS batch files, .CMD

files for use with the vendor program TESTTARG.EXE

(discussed in Appendix B), and programs written in "C" for

Borland's Turbo-C compiler.

Much of the code assumes certain locations for various

files. The program TESTTARG.EXE, and its associated .CMD

files, as well as all TARGA image files are assumed to be in

the \TARGA directory. The compiled versions (.EXE files) of

the Turbo-C programs are assumed to be in the \TURC

directory. The Turbo-C programs also occaisionally call on

support files that must also be located in the \TURC

directory. The batch files were located in the root

directory of the hard drive, and the various other files

were properly placed at the time of writing this thesis.

This appendix is divided into three sections which

relate to alignment software, JTC software, and LPCT

software. All software will appear at the end of the

section. Presentation order will follow the order of

application discussion. Batch files will be presented

first, followed by the .CMD files used with TESTTARG. :E,

149



then the Turbo-C source code.

G.l Alignment Software

Six useful MOSLM patterns were available to assist in

alignment of the hybrid optical/digital architecture. The

test signal, two checkerboard patterns, and the crosshair

were described in Appendix A, and the software needed to

display these patterns was also presented. Two other

patterns were also useful; these were three annuli displayed

simultaneously, and the wagon wheel test pattern pictured in

Figure 7a of Chapter III and used in the experiments of

Chapter IV.

The first three patterns required only a live camera

to be useful (see LIVE.BAT in Appendix B). However, the

crosshair pattern could either be helpful with the camera in

live mode, or when used with the TESTTARG.EXE command file

"x-hair.cmd".

To ensure proper capture of Fourier features (step 3

of Figure 29 in Chapter V), CCD1 (see Figure 28) had to be

positioned so that the origin of Fourier plane was centered

within the capture region of the TARGA framegrabber. By

running the X-HAIR.C (listed in Appendix A), a crosshair

pattern was seen on CCDl. The batch file X-HAIR.BAT using

TESTTARG.EXE with the command file "x-hair.cmd", would

capture a centered 128X128 region and redisplay it with a

black crosshair superimposed on it. CCD1 could then be

aligned so that the black crosshair lined up with the bright
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one created by the MOSLM pattern.

The three annuli program, 3-ANNULI.C, displayed annuli

in each of the top two corners of the MOSLM, and a third in

centered in the lower half. When the resultant pattern was

viewed in the Fourier plane, interference fringes could be

seen from the three combinations of annuli pairs. This

pattern could be used to test for proper focus in the

Fourier plane.

The last MOSLM pattern program, W-WHEEL.C, was used to

test the LPCT portion of the hybrid architecture as

discussed in Chapter IV. Using it, and the TESTTARG.EXE

command file "110X456.cmd", CCD2 of Figure 28 could be

properly aligned, since "110X456.cmd" was also used during

execution of the batches associated with the hybrid

architecture. The DOS batch file 11OX456.BAT would properly

execute TESTTARG.EXE, after running W-WHEEL.C.
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:X-HAIR.BAT

:This batch file will execute TESTTARG using the command file

:"x-hair.cmd" after initializing the TARGA variables. It is

:useful for centering a camera, and should be run after

:running X-HAIR.C.

echo off

cls

CD \TARGA

SET TARGA=247
SET TARGASET=T8X-lOG
testtarg <x-hair.cmd

:X-HAIR.CMD

:This is a command file to be executed with the program TESTTARG,

:using the DOS batch file command C>X-HAIR. It will grab the
:center 128X128 pixels on the live TARGA monitor. Then redisplay

:this frame after drawing a dark crosshair through the center.

:It is useful for centering a camera, and should be used after

:running the program X-HAIR.C.

live

:ERASURES PROVIDE A DELAY AFTER GOING LIVE TO ENSURE PROPER CAPTURE
erase
0
0
0
erase
0
0
0

: GRAB FRAME
grab
dis

.DRAW CROSSIAIR
line
2

255

0
255
399

-1

line

2

199
51 ,

109

-1
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:SAVE CENTER 128X128

putpic
grab128

192
136

319

263
-1
erase
0
0
0

:REDISPLAY CENTER 128X128

getpic
grab128
0
0
-I

graphend
quit



/* 3-ANNULI.C '7
/* */

AIR FORCE INSTITUTE OF TECHNOLOGY

CAMERA ALIGNMENT TEST PATTERN
/* by Capt John Cline

July 31, 1989
/;t */

/*This program creates a test pattern containing three annul , one
/*in each of the two top corners of the SLM, and one centered on the
/*lower half of the SLM. then the camera is properly focused in LIiZ,
/*Fourier plane, fringes associated with the three pairs of annu!i
/*will be visible. *7

ginclude "stdio.h"

=include "string.h"
=4nclude "math.h"

int i, j, k, x, y, xc, yc, col, row

float outradsquared 196, inradsquared=(0, test'
float xref=64, yref=14;
unsigned char slip[128][64], tempi128] 128], filename[256]

void main()

prepare sli()"

/*initialize temp matrix*/

for(row=O; row<128: row4-±)

for(col=(): col<128" col++)

temp [ row] [col]=1

/*write the reference circle*/

for (col=5 0 " col7 0 ; col t)

for(row-f)* row<29" row+)

t est- (row- yr-f )< row-vref )4-(co -xrf '(col -xrt
1 L( et t- outrids loua red && to at 1 nrcr~ .aqua rodl

temp~row][co] ]=0-

/*wl:w t o t 1o top (. 1 ac l(,;" '/

for (ro' 
' (4 0 1o' 2 r0 ; )

for(( ol I 1



if(test<=outradsquared && test>=inradsquared)

temp[row] [col]=O;

for(col=99;- col<128; col±+)

if( test<=outradsquared && test>-inradsquared)

temp~row] [col]=O;

convert temp -to slno;(
write to simo;

prepare-slin()

char far *ksempetex;
semetex = (char far *)OxbOOC)OOCO;
*(semetex±Ox8OO)=l; /*clear Slip*/

c onve r ttemp to s lim

/*convert 2 pixels into an eight hit character for addressing the SLM*/

printf("creating SLM format \n");

for(x=O; x<128; x4-±)

for(j-O; j<16; j±+)

slm~x][4',j] 2*temp[126-8*j][X]4temp[l27-8*j][x+12 52;

slm[x] [4--j±1j=8*temp[12L4-8*jI, x}+4*temp~l25-8*j ]xti
sl [.. 4 j 2 = 2 t ip l 2 8 j] I l * e p 1 3 8,j1[ j 2 7
slp x ~-j 3 = 2 -- cip 1 0 8-

w r ite -to-. Ilm()

rthe SLM arrav to the SL.M*/
cha r far -,sempetex
S eme t e x - (Chair far -A) fvj Olll(

p rin t f( " wr i t 1TI g to0 th1e( S I ''

f o r j) <I 8 +



i=x±128*j;
*(semetexi) = slm[xi[4*jl;
*(sernetex+i) = sinfix] [1+4*j];
*(semetex+i) = slm[x][2±4*j];
*(semetex+i) = slm[xI[3±4*j];

*(semetex±0x801)=>

*************************



/ * ********* *** ******* *** *** *** ** ** ******** *****7

/* W-WHEEL.C *

AIR FORCE INSTITUTE OF TECHNOLOGY
7* LOG POLAR COORDINATE TRANSFORM TEST PATTERN *

by Capt John Cline
7* August 31, 1989 *

/*This program creates a test pattern containing three concentric *
/*circles, whose inner and outer radii are logarithmic related, and *
/*eight radial lines, every 45 degrees apart. The pattern is used tzo*/
/*test the LPCT CGH, since the result coordinate transform is an *
/*easily predictable grid pattern. *

#include "stdio.h"
#include "string.h"
#include "math.h"

4include "time.h"

mnt i, j, k, x, y, col, row, inner, outer;
float outer -squared, inner squared, test;
unsigned char slm[128][64], temp[128][128];

void main()

prepare-slmo;l

/*initialize temp matrix*/

for(row=O; row<128; row++)

for(col=O; col<128; col++)

temp[row] [col]=l;

printf("calculating\n");

/*create + *7
for(i 0; i<128; i4+)

for(j=62; j<66; j++)

temp ti ] 0O
temp~jji]O

/*create~ X*/

for(j8; i<10; iii)

j<I 107



if(abs(i-j)<=2 11abs(i+j-127)<=2) temp[i][j]=O;

/*create circles*/
for(inner=15; inner<64; inner~=inner*2)

inner squared=inner*inner;
outer==inner*16/15;
outer squared=outer*outer;
for (col=64-outer; col<65+outer; col-4)

for(row=64-outer; row<65+outer; row++)

test=(row-64)*(row-64)+(col-64)*(col-64);
if(test<=outer -squared && test>=inner squared)

temp[rowj fcolj=O;

convert temnp to_slm()
write-to-simo;

prepare slmn(

char far *semetex;
semetex = (char far *)OxbOOOOOOO;
*(semetex+0x800)=l; /*clear slin*/

convert-temp-to siim()

/*convert 2 pixels into an eight bit character for addressing the SLM*/

printf("creating SLM format \n");
for(x=O; x<128; x4-±)

for(j =O; -16 ; j±A-)

slin[x][4*j] =2-e p 1 6 8 j [ ] Lii[2 -* ]x + 5-
slm~x][4*j+1]=8*teinp[124-8*j]lx]+4*tempj25-8j[]2!ii43:
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write to-slw()

/*Write the SLM array to the SLM*/

char far *semetex;
semetex = (char far *) OxbOOOOOOO;
printf("writing to the SLM \n");
for(j=O; j<16; j±±)

for(x=O; x<128; x±+)

i=x+128*j;
*(semetex+i) = slm[x][4*j];
*(semetex+i) = slm[xl[1±4*jl;
*(semetex+i) = slm[x][2±4*jl;
*(semetex+i) = slmjx][3+4*jl;

*(semetex+Ox8O1)=1;

~jy



:11OX456.BAT

:This batch file is used to grab a 11OX456 pixel region on the TAR1G,
:framegrabber system. This region represents the area of int(e're;t for
:the log-polar coordinate transformation. By using this hatch f ib.,
:which executes TESTTARG.EXE using the command file "110X/45b.cmd",

:proper alignment of the camera can be achieved without performii), 11, J
:entire process. The test pattern generated by W-WIEEL.C can pro'.'i'ie
:an appropriate pattern for alignment, so that program should b riu
:before executing this batch.

echo off
cls
CD \TARGA

SET TARGA=247
SET TARGASET=T8X- IOG
testtarg <110x456.cmd

:110x456.CMD
:This is a command file to be used with the TARGA program TES.A-,.

It is used at various stages of the log polar coordinate transform
routines. After grabbing a region of 11OX456 pixels, the data is
:in TARGA format in the file "grablrt.tga".

Iive
:ER.ASURES PROVIDE A DELAY AFTER GOING LIVE TO ENSURE PROPER FRAME GR.AB

e'rase

0

C)

(;RAB THE FRAME

grab

(I i s

:SAVE PROPER 1 10x456
put p ic

!483

-1

U'l;5(

{fl



:REDISPLAY SAVED SECTION
getp ic
grabl1r t
0
0
-1
graphend
quit
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G.2 JTC Software

There were five ways to execute the JTC for this thesis:

1) the mean difference method of fringe binarization; 2) using

a simple mean value threshold for fringe binarization; 3) the

median value threshold; 4) the zero difference method; and

5) a segmented scene input using the zero difference method.

These correspond to Figures 14 - 17 and 20 of Chapter III,

respectively, and their associated batch files are listed as

JTHF-I.BAT through JTHF-5.BAT.

Two other types of JTC batch files were also possible:

JTC-CAL.BAT and JTC-TST.BAT. These two batches provided

calibration for the JTC and tested that calibration using two

small annuli as scene and template inputs. The technique of

JTHF-I.BAT was used. JTHF-CAL.BAT had to be run four times

to complete the calibration process. Each time the program

was run the user would have to select a different corner to

display the scene annulus in. After all four corners were

finished, a complete set of data was available for linear

interpolation of correlation planes. JTHF-TST.BAT could then

be run to verify the calibration, since it too displayed

annuli, at a user specified location.

All seven of the batch files will be presented with

JTHF-CAL.BAT first, then JTHF-TST.BAT next, followed by the

other five presented in order. After the batch files, the

.CMD files, used with TESTTARG.EXE, will be presented in their

order of appearance. Finally, the Turbo-C source code will

be presented, again in its order of appearance.
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:JTHF-CAL.BAT
:This is the batch file to calibrate the Jiint Transform
:Correlator using the average difference method. It
:must be run four times to complete calibration.

echo off
cls

:display scene and template annuli
cd \turc

call-hf

:capture the joint transform (256X256 pixels)
CD \TARGA
SET TARGA=247
SET TARGASET=T8X-lOG

testtarg <jtl-hf.cmd

cls

:display scene annulus alone
cd \turc
disptop

:capture Fourier transform of scene alone (256X256 pixels)
CD \TARGA
testtarg <top-hf.cmd

cls

:reduce the two 256X256 files to 128X128

cd \turc
tar2hlf

:Find the pixel by pixel difference and binarize on average
:difference, then display on SLM.
jt-diff

:Capture correlation plane (320X256 pixels)
CD \TARGA

testtarg <jt2-hf.cmd
cls

:Reduce 320X256 to 160X128

cd \turc
tar2hlf2

:Locate peaks and save as cal data
cal2-hf
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:JTHF-TST.BAT

:This is the batch file for testing the calibration of

:the Joint Transform Correlatorusing the average

:difference method. The only difference between this and

:JTHF-l.BAT, is the first Turbo-c program executed.

echo off
cIs

:display scene and template annuli

cd \turc

circ-hf

:capture the joint transform (256X256 pixels)
CD \TARGA
SET TARGA=247

SET TARGASET=T8X- lOG

testtarg <jtl-hf.cmd

cls

:display scene alone
cd \turc

disptop

:capture Fourier transform of scene alone (256X256 pixels)
CD \TARGA

testtarg <top-hf.cmd
cls

:reduce the two 256X256 files to 128X128

cd \turc
tar2hlf

:Find the pixel by pixel difference and binarize on average

difference, then display on SLM.
jt-diff

:Capture correlation plane (320X256 pixels)
CD \TARGA
testtarg <jt2-hf.cmd

cls

:Reduce 320X256 to 160X128
cd \turc

ta r2h f2

:Locate peaks and interpret

bull-hf

:Display results on TARGA monitor
CD \TARGA
testtarg <jt3.cmd
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:JTHF-l .BAT

:This is the batch file for the Joint Transform Correlator

:using the average difference method.

echo off
cIs

.display scene and template

cd \turc
dis-hf

:capture the joint transform (256X256 pixels)

CD \TARGA

SET TARGA=247
SET TARGASET=T8X-10G

testtarg <jtl-hf.cmd

cls

:display scene alone
cd \turc

disptop

:capture Fourier transform of scene alone (256X256 pixels)
CD \TARGA

testtarg <top-hf.cmd

cls

:reduce the two 256X256 files to 128X128
cd \turc

tar2hlf

:Find the pixel by pixel difference and binarize on average

:difference, then display on SLM.

jt-diff

:Capture correlation plane (320X256 pixels)

CD \TARGA
testtarg <jt2-hf.cmd

cls

:Reduce 320X256 to 160X128
cd \turc

tar2hlf2

:Locate peaks and interpret
hull-hf

:Display results on TARGA monitor
CD \TARGA

testtarg <jt3.cmrd
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.JTHF-2 .BAT
This is the batch file for the Joint Transform Correlator
:using the mean value fringe binarization technique.

echo off
ClS

.display scene and template
cd \turc
dis-hf

:capture the joint transform (256X256 pixels)
CD \TARGA
SET TARGA=247
SET TARGASET=T8X-lOG
tesl-targ <jtl-hf.cmd
CIS

:Reduce 256X256 to l28Xl28, binarize on mean value, anid
display on the SLM.

cd \turc
ft-both

:Capture correlation plane (320X256 pixels)
CD \TARGA
testtarg <jt2-hf.cmd
ClS

:Reduce 320X256 to 160X118
cd \ture
tar2hlf2

Locate peaks and interpret
bull-hf

Display results nn TARGA monitor
--D \TARGA
testtarg <jt3.cmd

1 66



:JTHF-3.BAT
:This is the batch filp for the Joint Transform Correlator
using the median value fringe binarization technique.

echo off
cis

display scene and template
cd \turc
dis-hf

:capture the joint transform (256X'256 pixels)
CD \TARGA
SET TARGA=247
SET TARGASET=T8X- lOG
testtarg Kjtl-hf.cmd
cls

Reduce 256X256 to 128X128, binarize on mnedian value, ara.
:display on the SLM4.
cd \turc
j t2med

Capture correlation plane (320X256 pixels)
CD \TARGA
testtarg <jt2-hf.cmd
cls

:Reduce 320X256 to 160X128
c6 \turc
tar2hilf2

:Locate peaks and interpret
hull-hf

:Display results on TARGA monitor
CD \TARGA
testtarg <jt3.cmd



:JTHF-4. BAT
:This is the batch file for the Joint Transform Correlator
:using the zero difference method.

echo off
cIs

"display scene and template

cd \turc
dis -hf

:capture the joint transform (256X256 pixels)

CD \TARGA
SET TARGA=247

SET TARGASET=T8X-OG
testtarg <jtl-hf.cmd

cls

"display scene alone
cd \turc

disptop

:capture Fourier transform of scene alone (256X256 pixels)
CD \TARGA
testtarg <top-hf.cmd

cls

:reduce the two 256X256 files to 128X128
cd \turc
tar2hlf

"Find the pixel- by pixel difference and hinarizc on zero
"difference (i.e. sign of difference), then display on SI!N.
jt_comb

:Capture correlation plane (320X256 pixels)
CD \TAR;A
testtarg <jt2-hf.cmd
Cls

: Reduce 32-X256 to 16)X12y

((d \tutc
tar2hl f2

nI.crate p[ik; and interpret

bull - h f

Misplay CrNiLs (n TAA mti or

CD' AR;A

t as tdrg Ot (II



:JTHF-5.BAT

:This is the batch file for the Joint Transform Correlator
:using the zero difference method. This hatch differs froinJ!V-+A
in that it performs the JTC using the segmented :scene from thei previous
pass through the JTC.

echo off
CIS

:display segmented scen:, and uemplaqte
cd \turc
dis -hf2

capture the joint transform (256X256 pixels)

CD \TARGA

SET TARGA=247
SET TARGASEFT8X-IOG
testtarg <jtl-hf.cmd

cis

:display segmented scene alone
cd \turc

disptop2

:capture Fourier transform of scene alon: (256X256 pixel.s)

CD \TARGA
testtarg <top-hf.cmd
CIS

:reduce the two 256X256 files to 128XI28
cd \turc

tar2hlf

Find the pixel by pixel difference and binarize on zcero

:dlfference (i.e. sign of difference), thien displav onI S121.

tcomh

Capture cor,-elation plane (320\256 pixels)
CD \TARGA

testrtarg <Jt2-lhf.cmd

CIS

Reduce 320X250 to 160X128
cd \turc
t ar 2hIf 2

:Locate pe aks zin4' interpret
bull -hf2

Di splay re suiit s oni TAR(GA mon itor
"D A} ARC;A
IEst targ~ <jt r.m



:Y IT-HF. CMD
:This is a command file to he used wi th the TARCA pro g-ram TESTT:.EY,.
:It is used in the joint transform corre lator to capture a 2 A6Xi.'
:pixel region. The data is stored in the file "grabl"2.t ; " a'-1 1 .A iI

be later reduced to 128X128 by the program TAR2HLF.C.

" i v Ce

:ERASURES PROVIDE A DELAY AFTER COING LIVE TO ENSURE PROPERR,. G,:,
e rase

0
0
0
erase
0
0
o

(:RAB THE FRAME

F rah
di ';

:S.AVE CENTER 225656
pt p i c

128

72
8 )

-kIJ

1

()

PFIDISPLAY SAVEID SECT10%r
g tpi c

'11I , t } t



:TOP-HF. CMD

:This is a command file to be used with the TARGA program T[Si1A ,.i

:It is used in the joint transform corrc lator to capture a 2 Th?-
:pixel region. The data is stored in the file "top 2.tga", -md wi

be later reduced to 128X128 by the pr),Gram TAR2111F.C.

l ive
ERASURES PROVIDE A DEL\Y AFTER GOING .IVE TO E:-SUIhE. PROP!EP I. , (. .

e caise
0

0
0

0

0

:GRAB THE FR'01E
grab

(I i S

•SAVE CENTER 256X256
putpic

top_ 2
128
-/"2

32 /
-1

0

(7)

REDI SPlY SAV'EI) SECT I ON

t O p 2

()

-1

ra ", C 0e:(t



JT2 -HF. CMD
:This is a command file to be used with the TARGA program T'[TA. .

:It is used in the joint transform correlator to capture a 2ii. 6

:pixel region. The data is stored in the file "rah2 2.tga'", , .:

:be later reduced to 160X128 by the program TAR2HtLF2.C.

live

:ERASURES PROVIDE A DELAY AFTER GOING LIVE TO ENSURE PROPER FRAE (RP,,
erase
(0

0
0
0 as

0
0

:GRAB THE FRAME
grab
( is

:SAVE CENTER 320X256
putp ic
grab2 _2
128

38

-I

e rase

0

:REDISPLAY SAVED SECTION
gct p i c
r-ab2 2

-1

(1:,



:JT3. CMD
This is a command file, to be used wit wh TARGA progrnm TESILI'.P i VX
It is used to displ ay tihe result of 'Lh( joi nt tranllsf orw coc ''r

I iv~e

Sr as e
0
0
0

0
0
dliS

GET ORIGINAL INPUT
getpic
di splay 2

21)
21

GET JOINTr TRANSFORM
ge "p i

GE-T FOURIER OF SCENE ALOlE

2 ) c

V ) c



:GET CORRELATION PLANE WITH LOCATE) PEAKS
getpic
mIIx
128
100
-1

:GET ORIGINAL SCENE WITH TARGETS MRKED WITH X's
getpic
bullseye
256

-1

:GET SEGMENTED SCENE
getpic
segment

38/4
100
-1

:SAVE ENTIRE DISPLAY

putpic
grab3
0
1 ()
5 11
'199
-1

q-Vi t



/* CAL1-HF.C

*AIR FORCE INSTITUTE OF TECINOLO;Y
/* INPUT DISPLAY FOR CALIBRATION OF THE JOINT TRANSFOR' CORPIiTXI .' -'

by Capt John Cline.
/P- August 31, 1189

/*This program displays a target circle in one of four user sp.cif ied.',<
/*corners in the top half, and a referirnce circle in the bottoni hai-1f

/*2of the SL. It modifies the file "cal.dat" to let the irogram
i*CAL2-IF.C know which corner is being used. It also creates a" A
/*file in "displav2.tga" for viewing on the TARCA screen. This
/*program is the first of a series that will provide calibri: ioI (I 0

/*the joint transform correlator.

=include "stdio.h"
"inctulde "String.1"

= i ncIude "math.h"

int i, j, k, x, v, xc, vc, col. row, corner
float outradsquared=!6, inradsquared4, test;
float xref=64, yref=103;
char targhead[] - 1 '\xOO', '\,xOO' '\:K03' , '\xOO' '\xO '

\x0O ', '\.:KOO' ' \:((0' ' \,xO0 ''\xO0 ' . ':
'\x80' '\xO' '\::SO'. '\xO , '"\xO ' ' -()O'

unsigned char slm[ 128 ][6 4, targabuffer 128 128 tewp 128 18
uns i gned char ca Idata [17]

FI LE * f i le I

,.oi1( ma1 i ()

prepare siI(I

/*get cal (lat<ai file/
fi le l= fope nl ( "\\., mat~ rck\,ca I . (10 U'... r})

freald(cald(at a~1 17,fIi el:

fc lose filel

/1:f ild olit which Col 11r to ch i-'.
p.ri rm t I i '. '. rlIC imP i co ni(. t( Cl,, i,: .> ")

print f " i) - '\l )
pr;,, 'Et~ f "0 1k r; to6*\n )

print f( " 4 120-64\i"
f C, 11 (" $(I ". &{'}Icorfl ) :

cal data 16 ] (I-is I ued cIla I) oI -II r -

a ',; r, i ,ri t11( ( (o I ( I ' v;il :1

:C ;

v c ] "i



if(corner='=2) xc=120;

if(corner==3) vc=6i;
if(corner==4) xc=12O;

if(corner==4+) yc=64;

/*write the updated file*/

fwrite(caldata, 17, 1, filel);
fclose(filel)

printf("calculating\n');

/*write the reference circlc1/

for (col=60; col<69; col+±)

for(row=99; row<108; row++)

test=row~vet)~~row-rcsf±co1-rad)s(culrf

/cw i f te 5;targetra1 43O(1& ti> i lidsq (-)

for (coi=xc-4: Col<xc+5: col--+)

for(row-7vc-4; row<vc+5; rowi-±)

if(testz<-outradsquared &&~c~ n~iqac

save _,arrgabuf fer _to di splav2()
onv.e r t t a rabu ff er t o _ erp(

Sof ,,er t t temp t to s I;')

r i 0 I III

i-:.e txry' 'dit f crI to IIpla'

TAP(:1 f'



printf ("writing TARCA file to targa\\cdlspiav2. t ga\nl
f ilIeI= fopen("\\targa\\disp Iay2 .tga" ,"wb")
fwrite(targhead, 18, 1, fiuel);

fwrite(targabuffer, 16384, 1, f~ilel)

fclose(filel);

convert-targabuf fe r tot _ emp

for(i4D; i<128: if+)

for(j O; j<128; j-l+)

else temp, fl l OW

Q(,tivel f temp to s ()

1
1 Kce~k'rt2 pixelIs into an eirght bit character for adesir .82>>

pri ntf("'creatinr, SUM format \I
fe r (x-() %< 128; xf

for(j C) j--16: j- )

s m x -2*toivp ' 8 j'~ I :rpi

ii Q9 )c 1 1 i ,:j x I OA ,ip 1231- 8,':

eWi ; to slIiIl

clir fit

p i l fa r (i t i 4 , l C

to1r8

f o ie r) 1

.1 1) 't
e tr Iv t

t-,



*,i(semetex+0x801)=1;



/0AIR FORCE INSTITU TE OF TECHNOLOGY
7<: SCENE ONLDIPA TO THE JOINT TRANSFORM CORPEEI'TUP

7 by Capt John Cline

August 31, 1939

Thi s p ro gr ami d is playcis o ni t he sc e ne h al (u1ip pe ,r x>2 pi)Y

<teTARCA file "display2 .tita" ont o the S1 1. Th is progr con1
/ 0 of the joint transform correlator , and is run after the & it;

/* t'-emplate have been displayed together.

include " ti 10."

I It 1 , j -

uns .;ign ed c ha r s I m 12 8: 6'4, arshutr 1)8: 12 p

FILE *filel:

prepare slm(

/*fra(1 in scente hailf onivi " /

fseek(f i1e 1 731/40)
fread(&tat b iuf fer [ 5 /10 I, 90,,S, filIe I)
f c I osj ( ft i I ) -

conx'en t ta3.1 iuf fer tLo t ap )

c'i r LC $il 1" x

2/~~~ ~ 11 i li: I2 'I)

f1-11 1) 1 ,8 11li

f i i W. j I18: 4



else temp i J j O ()('

cove f L temp to s Lm(

,/*convert 2 piNt-l1 iirc to m (-!h 1 1 hit hiirc C. r f o r (( ildr

printf("creating SIM forinPit \1.i )

for(x=lO; x<128: :4+)

for(j=Q: j--16 j +4)

sI in x '1* jt 1 ' p 12 -8 *ij j ' p 1 , 8*j
si n 'x ! '+ ± 1 3 teop I12.4 - *j ]J :+ t' o p 1 2 .

sli .rx >4"} ' j 2 1= -9' 'I <]22 8*j 'x 2' )"p12 '.' j) ]
sitin 1>:- 1 -4 3 2 8 " op 2 0 -"8' ( j x ill 1

si e to s10

I T rt f I't- _11-I 1. - o tIe vil>")

'f l iu " c, i t, c 1,-,1 r

-o rj C) 1 1> 4-

tLou ( 1 " ,<: 8 :<f i

S -x. il 1 S 1

tis - , ,tf:i) 1xfI:, x

-.: ( s ~ m o. ..., .,. ....



/ TAR2[ILF. C

A IR FORCE, I"'S FITL'FI fC' FTll: 1'i QIJCY
PROGRAM FOR PEDL( IN FILES USED I%''IEIf P'PASiM V L

by (Ip' JIohn Cl I ili

This Programn RIOVCI S ''o TA'P'' S;1
t iI '~ v u

f rin 2556X. ) t o )5 128.X1 'Ii8 ,i( ''uli :11i

Icaip lu ' s d1 11ii

ii lI de " Sti It>, hi

I C, I li o UT.

u 1 '1 Cle d c IIn t l t)iu f f ~' o n I 6 I'

I fit 1 ho I dl

I l

I I c -- I'' < -

O p 11I- o

I I f



fwrite(bufferout, 8192, 1, flie2)

fclose(filel);
t-close( fiI l):

' /*open second soer of fie"

filIeI= fopen( "\\t arga\\top_2 tga' "rh
f i Ie2=fopen( "\\targa\\top . ga", 'wb")

1/*handle headers*/
fseek(filel, 18, 0);
[write(targhead, 18, 1, [!iV2)

/-"rea d data, reduce, and writre-,,/

fread(bufferin, 1 , 321/bS tfuel)
for(j=-0; j<128-, j--))

for(k=0O k<256; ki-?)

+hufferin'ji I k~i 1 I 1'

buffe rout [j/~2 ] k/21=holcder;

fwrite(btifferout,, 8192, 1, file2>

fclose(filel);
fclose(file2)-



V JT-DIFF.C "

'. AIR FORCE INST ITUTE OF TEC IHNOLOGY
/-' PROGRAM FOR BINARIZINC FRINCES IN TILE JOINT TRANSFORM -I I

,v Capt John Cline

August 31, iq89

/*This program binarizes the fringes of the JTC by finding; th meai

/difference between the joint transform file "grabi. tg" and the
/*Fourier transform of the scene file "top.tga", and usin, it as a
/*threshold. If the difference is greater than the thrreshold t W

/*pixel would be on, if less, the pixel is off. The TARKA f il
/*"binary.tga" is saved with the binarv version of tihe fringes. :.
/:the SIM is appropriately wcitten to for the next step of the ITC

-i li ude "stdio h"
=include "string.h"
-include "math.h"

unsigned char targhead[181 , slm128[64 "
,unsigned char joint[2128]1128 , torgabuffer[128][128], tewp - 128 1UP':
int maxvalue, i 1, x, v, col. row, index

float combined, thrshld-)

FlI.E Kfile

void main()

prepare sln!(

/*get joint transform file*/

filel=fopen("\\targa\\grabl.tga","rb")

printf("\n\nreading in data \n"):
fread(targhead,1,18, fi lel) " i-' rad i,,,A{,,tv,

fread(joint, 1,16384, filel )
fclose(filel)

/*get scene only file*/

lseek(file1 ,18,0)"
freod(targahuffer,1,16384. file-i);

fc lose (fi lel );

,calculate tireoild v findi g averge diff-rence>','

or( 7ow-O; o'< ] ;8 " owi f

or(co 0 oJl<128: CoW)

thr.hlit c i i (1 - o, col - - t,*iar t It ,-' SoW 1 o "

I 8



thrshl-d=chrshld/16384t2;

/*binarize pixels based on tho l( ot- di fferenct '/

printf('binarizing data \n"')
for(row-O; row<128; row+4)

for(col-O; col<128:, coi±+)

com1b i ned~j 01in1t I[yowl7 [o ('1 -1 a h I If forI- row ICOI!
if( COI)inbind<=t 11Sh 1 ()

r-argabuf ferlrow] 'Coll =Ox(O:

else

targnbuf for row] co COI1Oxf

/-k save binarized version /

fi 1 el-fopen( "\\targa\\b iv g
fwrite(targhead, 18, 1, fi'cl):
fwr~te(tnrgabuffer. 16384. 1. filet):
fclc s ( ilel 1)

conve rt ta rgahoffe r to temp(
c onve rt-t , ie' ro slm()
write to-slm();

p repa re sl( )

char far *semetex;
S eme tex (hrfar Oxb(:h000Ft

c o Ir: c r t t a r Faho) f fe r to- r e IT 1

I or(i-0O i<128; if t)

f o r j - j <12 8 j + I

if(ta r ga1)u ffe r [i Ox)( t M Pi N() Id:

0150 t0mp[00



/*conxvert 2 pixels into an e ight hit charac ter for adcdrenniii th SIM,"

print f (creatlog, 51 1 Format \ni"
for(x=O; x<128: xt±)

tor(j=O; j<l6; jit)

slm[xj '4*i]=*ep 2~~ Jtep178i1F'

slm~xit4*i+l1=8*temp124-8*jLx44*tenp125-8:jirx )/3

slinfxi[4;j+2]=K32*temp 122-8$:f {x]-i16*tempF 123-8% '.1+00O,

slm[x}[4*j+3]=128*tcmp{120-8*j][X}464*temp{121-8 1 4x~61:

writec to SIM()

/W1r ite the S1--1 arrax' to tho SI 9K,/
char far *semetox;
seine tx - (char far *k) OxbOOOOQoh
printf ('writing to the 51 1K")
for(j=O; j<16; j±±)

for(x=O: x< 128; x+vi)

i=xF128*j:
*!(smetex~i) sltn[xJ [4*jj1
A(semctexi i) =s1nflxj[I )
*(seinetex+i) slm[xj[2K'4j]:

*'(Semotex+-i) smx 3s

*some text OxS0l) =1



TAR2HLF2.C

AI R FORCE I NST ITUTE OF TECHNOLOGY
/PROGRAM FOR REDUCI NG F ILES US ED IN THlE 201 NT TRANSFPORM CINYATI

by Ca-ijt john C line
August 31, 198-9

/*;'This program REDUCES the TARGA files "grab?2htga" from 3207250 to
/160X128 and stores it in the TARGA file "grah2 tga". The redlue ionW

/*is accomplished by averaging. This progrnm is to he used in h

/*j oint transform correlator. ...

=include "stdio.h"'
inc lude "string I-i"

-include "math.h"'

iLo i, j, k;

unsigned char bufferin[lCO0 [2561;

unsigned rbqr biifferoit 801 128]

unsigned holder;
char targhead( J = 1\0O0','O' ,X0 '\XOO , '\>:O', '\Xou'

'q ' '\X00'' '\X0O' , '\X00' , '\xnoO yo

'\X80' , '\XOO', '\Xao', '\XOO' , '\X08' '

FILE *filel, *file2;

void main()

printfI( "\n\nreducing fi les\n\n")
/*open files*/

filel=fopen("\\targa\\grab2_2tga","rh"):
file2=fopen("\\targa\\grah2tga", "WI))

/*handl e headers*/
fseek(filel, 18, 0);
fwrite(targhead. 18, 1, file?):

/*read data in, reduce, and writ e*/
for( i -; K<2;W

for(j-0; j<160; ji 2)

for(k-0: W563: LW-2)

ho I cr-( htuf feriin I-c +hbufferiin jfl k]4In fe in j]1-i

huffeutjilc~jki1!o] dc



fwriite(bufferout, 10240O, 1, file2);

fClose(fiie ):

fclose(file2);



/~CAL2 -HF. C

/AlIR FORCE INST ITUTE OF TECHNOLOGY
/. PEAK LOCATOR FOR CALIBRATING THE JOINT TRA,'NSFORM CO[PRF[1V1TOR

nyCap 1)Lu lin Cl1itH('
August 31, 1989

'/'-Th is program finds two mrax cmuml values; a top hiaIf va in an a
,mhottom half value, and their coorinates in the TARGA t i i

/ " t rahb2. t ga" . It then mudifit- tre calibration file "cal .datL"
/-,"inc lude these new values . The programn BUL.L-H1F.C uses "cal .dat"

/interpret results from the joint tranfr oreltr ' rela'
/-m'scene anul i locations, known apriori anid created with t ht prorrln

/-,'CALl -HF. C, to their corresponding correlation pea-k loca:, i ntis ill
/fle"grab2 .tga" created by running the joint tyrnsforM rrla

't-he JTC can be calibrated to properly interpret tage Ica -i oar-

//,'within arbitrary scenes.
/-' ,,-' ........... * ..............................

i ic e " s tri ng. hi

i-ns i Sned char ta iLgadU ff er 1 [ 160' 1281
nti is 1 gned char caldca ta [4 ] [ 4 ] cornerl
tl t ist i d irt tep--O , topy=O. topvalue=O , cornl;
c'ns i Fmed int hot>:-O bot-v=0, itnt'alcte-=(1

FIL1,E :f i II

pcid ttt I ''~ c din; it at a It' I
c f i

f o e I-tpI( "\\,atg a \\ gcah? . L -a '' I "it")
f.ac ek( IfilI . 18 80);
f trnad( tatgeabuf fer, I, 20!)4801 Ii cI);
f close ( fu elI)

tAgtcal data f ile*/
fiielfpert("\\tnrc\\cal .dait"... "rh""

f read(caldata 1 ,16, f iel
f tr'ad (co roer I 1 1I f rii I I
f cl ose,( f i Idl )

prititf( "%1\,tt" 'corner[O +1)I
far Ii=1); i+ 4)

pritf ".d d,''caldata* 1i] [[21, cal dat a i Il])

p~~~~~~~~~~~~ r25ltf dj(11, c j



//*locate max Valtue on il 11 hot tiuow1 /
for(i=O: i<45; iiif)

tf (a rgal f f Cr~ i hotvalutLi

ho tvalIue -~ IT: ~b~~f r I

boty-i

1/-,docnatc the max value on the :op,,/

i f ( ta rgalh TIft f r I j o;p'.ui ut

top 'a lue L alFaIbut f e1-t

t-opy= I

corn= uns 1 FTied( ilnt)corller.
cald1t ]a ni , i- dutn CI har) tzopx;

(alat 3 onj [I3 (ulsi i ple chl I-) t-opv
c a I da t i 00 c o un- n Pl c)hot'.

a Laa COII [ 33  (ums i gnt ( ch o tv

f topx=t && top 1 30) 1)t 1-nt f( \nRUN THI1S ONE AGAI N!
If opx>. 7 3 &topx' -5 p rit 11 f- C \nCIIECK ALIGN'lI EN T ! \n\rt

i f (bo tx< 3 && ho tx- 53 ) p-i rit f I '~nhECK AL 1 GNMENT !

p) r i I t f ( u l " ,ct t' co rnt. I-()
f-o v i) i. 4 f

pr itlt f d 0 d ' e I dit -1i t , ~l !~ ai: I

fv i Ie I ( hi t I VI ii 1 Fl I) ; h

f-";r i t c o n r ii I (I i. 1 , 1 i I 1) I

cl1os e (f i I (I I
prinrf(''press artv ke; to ('()Tit into-'



g~etch)

1 (00
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/* BULL-HF. G

AIR FORCE INSTITUTE OF TECIENOLOCY
/* CnRRELATION PLANE INTERPRETER FOR THE JOINT TRAINSFOkMl CURRLIP ).TP

by Capt Joht Cline

\ugust 31, 1989

/*This program finds the top 10 values in the top 'inl holtt ccos.s

//*correlation regions of the joint transform corre Lator corr,'1§it i CI

/*plane file "grab2.tga". It rewrites tloe correlatiar. pliinc file
/*-with crosshairs at peak locations in thc cross corrrelation i1OI

/*to the file "max.tga". Next, it uses these max values. ilonl 1 0,
/*earlier cali~ration values stored ija "caldat", to c~iaAtl
/*coordinates of the target in the original scene. (This da~ is

/*displayed on the computer monitor.) 11avinR done this, thei on iI

//scene file ( 'displav2 .tga) is rewnittei with crossma irs at[ t1

/-,'target location as "bullseye.tga".

=include "stdio.h"
; include "string.h"

=include "math.h'

int i , j, k, toptest=O, bottest=O, xh[lO], vO] 10], xt [10] , tI(
int ii, jj, Ilow, ihigh, jlow, j hiph;
unsigned char targaheader[18] , targa[160] [128], outhufiferr 128 1281
unsigned mnt topx[ll] , cpy[Il] ,touvalue[lll]
unsigned Int hotxjll111 boty[l 11 botva luo [l11
unsigned char caldata[4][41:

float cal[4] [4], xx, vv;
f loat xl , x2, vI, v2, xfbl0 \f ft, 10 . %'[b 1'! Vi 10

FILE *filel;

void main()

/*initialize values*/

for(i=O; i<11; i++)

topy [i] =1)

topvalue [ii =O:
botx[ ij-O;
boty [ i)JO;
botvalue fi] =O;

/*get ccd file*/

filel~fopeni("\\targa\\grah2.tgai" ,'rh)
fread(targaheadter, 1,18, fl1);

printf ('\n\nreading in data \n")



/*get cal. data file*/
filel=fopen('\\turc\\caldat" ,rb")
fread(caldata,1,16,filel);
fclose(filel);
for(i=0; i<4; i++)

for(j=3; j<4; j++)

/*erase center autocorrelation section*/
for(i=45; i<115; i+i-)

for(j-=0; j<128-; j-t)

/*locate the 10 max values on the top-^/
for(i=115; i<160; i-vt)

for(-J=0; j<128; j+±)

if(toptest~l0) tnptest++;

whi1e(targai](j] >topvalue[k] && k.>=Q)

topvalue[k±1J=topvalue[k];
topx[k~lj=topx[k];
topy[k~l]=topy[k];
topvalue[kj==targa~i3 jj
topx[k]=j:
topy[k]=i;
k- -;

/*locate 10 max values on the bottom*/
for(i=0; i<45; i-+t)

for(j=0; j<128; jff)
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if(bottest<1O) bottest+-;
k=9;
while( targa[ i] [j 1>botv'a1lekj && k>-0)

botvalue[k+l]=botvalue[k];
botx~jk+ll=botx~lk};
boty[k+lJ=boty[k3;
botvalue~kj=targa~ij} 3j
botx[k]l=j;
boty~k]=i;
k--;

/*write file with crosshairs*/
for(j=O; j<bottest; j++)

targa[boty[j 3+13[botxfj 3j]OxOO;
targa[boty[j I [botzx~j]+i]=OxOO;

for(j=O; j<toptest; j+4-)

for(i=-3; i<4; i++)

targa[topy[j]+i3 [topx[j ] >OxOO;
targa[topy[j1][topx[j 3+i]=OxOO;

prinrf("writing correlation file\n");
filel=fopen( "\\targa\\max. tga", "wb");
fwrite(targaheader,18,l,filel);
fwrite(targa,20480,l,filel);
fclose(filel);

/*This part of the program finds the location of the tariget, given th
/*location of the correlation peak. It puts cross hair-s oil the(
/*original scene file.

/*read in the original scene file*/
printf('reading in original scene file\n")
filel=fopen("\\targa\\display,2.rga","rb)"):
fread(targaheader, 1, 18, fulel);
fread(targa, 1, 16384, fiuel);
fclose(filel);

/*calculate the target coordinates hased onl the valute- n t 1w
/*upper correlation of the calibration data
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printf("calculating target locatioir\n");
for(i=0; i<toptest; i++)

xl=(ll3/(cal[l][0]-cal[0][0]))*(topx[i]-cal[0'(uOlpy.-
x2=(113/(cal[3] [0] -cal]2] [0] ))*(topx] -cal[2] [0] )47.

y2=(30/(cal [1] [1]-cal [3] 1]))*(cal [1][11- topy]) j
xft[i]=(((((yl+y2)/2)-34)*(x2-7)

+ ((6 4-((yl~y2)/2)))*(xl-7))/30)+7;1

+ ((120-((xl~x2)/2)) )*(yl-34 ) )/113)±34:
xt[i]=(unsigned)(xft[i)±.5);
yt[i]=(unsigned)(yft[i]+.5);

,/*calculate the target coordinates based on the values in the
/*lower correlation of the calibration data
for(i=0; i<bottest; i++)

xl=(113/(cal[0] [2] -cal]][2] ))*(cal{0] r2]-botx~iJ)U:-
x2='(11 3 /(cal[2] [2] -cal]3] [2 ) )*(cal[2j [2] -botx[L')+/
yl=(30/(cal[2] [3] -cal[0] [3] ))*(boty[ i] -cal[0] [3] )±34;-

xfb[i]=(((((yl+y2)/2)-34)*(x2-7)
+ (64- ((yl~y2)/2) )*(xl-7) )/30)+7;

+ (120- ((xl~x2)/2))*(yl-34) )/113)+34;
xb[i]=(unsigned)(xfb[i]+.5);
yb[i]=(unsigned)(yfb[i]f.5);

elimninate-redundant()
eliminate-strayo;
save segmented-versiono;

/*write file with Xs on weighted backgroundi at target 1oca tionq*/
for(k=9;, k>=0; k- -)

ii=O0
for(i=123-yb[k]; i<132-vb[k[; i++)

jj=0;
for(j=xb[k]-4; j<xb[k]±5; j-i-+)

targa[i] [j]=botvalue[k];

i f i = = j I ij8 j j a g a i j ] O O

ii=o0
for(i=423-yt[k]; i<132-yt~k]: i++)

1I



jj=0;
for(j~xtlrk1-4; j<xtjk] t5; ji)

targa[i](j J=topvalue~k];
if (ii= jj I ii===8-jj ) targa~ il j Ox0

ii ++;

filel=fopen( '\\targa\\bullseye. tga" , wb");
fwrite(targaheader, 18, 1, filel);
fwrite(targa, 16384, 1, filel);
fclose(filel);
for(i=0; i<10; i+4+)

printf("%u\t%u\t%ui\t%u\t%u\t%u\n",xt[i , yt[i1 , top,-d11ti'.
xb[ [i} yb[ i 3botivaluec i

printf("press any ke-y to continue");
getch()

eliminate-redundant()

/*eliminate some redundant marks*/
for(k=9; k>0; k--)

for(j=k-l; j>=0; j--)

if(abs(xft~k]-xft~j])<=5 && abs(vft~k3-yft~jj)<-5)

if(topvalue[j]<251) topvalue[j]+ =5;
else topvalue[j]=255;
xt [k] =0;
yt[k]=0;
topvalue [k]=0;

if(abs(xfb[k]-xfb[13)<=5 && abs(yfb[k]-yfh[j])<- )

if(botvalue[j]<251) botvaluej]±==5:
else botvalue[j 3=255;
xblk]=0;
vblkl=0:
botvalue 3k] =0;
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eliminate stray()

for(k=9; k>O; k--)

j=9;
while((abs(xft~k] -xf-b[jl> 11 abs(yft'kj -yfbj' )>5) U.

if(j <0)

xt [k]=O;
yt~k]=0;
topvalue [k]=O;

j=9;
while((abs(xfb[k]-xft~j])>5 11abs(yfb~k]-yft~j>>3x) && j>=--0I

if(j <0)

xb[kj =0;
yb [k] O;
botvalue[k]=0;

save segmented-version()

for(i=0; i<128; i++)

for(j=0; j<128; j4-+)

outbuffer[j ][i]=OxOO;

jlow=0;
for(j=l0; (j<24 && jlow=0); j++)

for(i=32; i<97; ii-+)

if(targ~a[jl[il!=O) jlow=24-j:

j h igh =0;
for(j=38; (j>24 && jliigh==0) ; j - -

for(i=32; i<97-; i++)
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if(targa[j ] [] '=0) jhigh=j -24;

ilow=O;
for(i=32; (i<64 && ilow==O); i+4)

for(j=24-jlow; j<25+jhigh; j++)

if(targa[j ][ii !=O) ilow=64-i;

ihigh=O;
for(i=96; (i>64 && ihigh==O); i--)

for(j=24-jlow; j<25+jhigh; j++)

if(targa[j ][1] '=0) ihigh=i-64;

for(k=0; k<10; k±+)

xf(xb[kfl!= && yb~kl!=0)

if(ii<0) ii=0;
jj=(128-yb[k] )-jlow-5;
if(jj<57) jj=57;
for(i=ii; i<xb[kl+ihigh±6 && i<128; i++)

for(j=jj; j<(128-yb[k])+jhigh+6 && j<128: j±+)

outbufferfl ~i]=Oxff;

if(xtkH=0 && yt[k]!=0)

ii=xt[k] -ilow-5;
if(ii<0) ii=0;
jj=(128-yt~k ) -jlow-5;
if(jj<57) jj=57;
for(i=ii; i~xtjk]±iliigh+6 && i<128; i+--0

for(j=jj; j<(128-vt[k])+jhigh±6 && j<128; J44)

outbuffer~j] [i]=Oxff;

for(j=0; j<128; j++)
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for(i=O; i<55; i++)

outbuffer[i] j ]=targa[i] [j]

for(i=57; i<128; i++)

ouvbhuffer[i][j]=outbufferli][j] & targa[i][jj;

fi a 1f~n "\\tar\a\-epment. tgpa", w'
fwrite(targaheader,18,1,filel);
fwrite(outbuffer,16384,1,filel);
fClnse(filel);
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7*DIS -HF. C

7* AIR FORCE INSTITUTE OF TECHNOLOGY
7* INPUT DISPLAY TO THE JOINT TRANSFORM CORRELATOR

/* by Capt John Cline

7* August 31, 1989

/*This progian combines two targa files; a 45x128 pixel sceno anrdI
/*45x128 pixel template, to form a sinlgle file "display2.tFa-". T I , ,I
/*temnplate is written to TARGA rows 10 through 54, and the scenct-

/*TARGA rows 57 through 101. The remi-aining areas of a l2SXl?,8 arV
/-are left as zeros. BOTH TARGA FILES MUST BE BINARIZED VERSIO;S

/-,'SUCH THAT ONLY PIXEL VALUES OF 0XO0 AND OXFF EXIST. After storimnF
/hefile, the array is converted to SLM format and displaye;d on A

s Include "5 Liu.lt"

-- include "string.h"

mnt i, j .x
unsigned char slm[ 1281 [64] , targabuftfer! 128] 128], temnp[121" 1-28:
char f ilename 2561 , f ilenamne2 [2561
char targheadf ] - '\x00' , '\x00' , '\x03' , '\OO' , '\x00' , '\x(_0',

'\,\O' , '\x00' , '\xOO' , '\XOO' , '\x00'' . -:00',
'\x80', '\xOO', '\x80', '\x00', '\x08', '\xOO0'V-

FILE *filel , *file2:

void main()

prepareslmo;

/*read in template-,/

printf ("Enter f ile name and .ext of template f ile")
printf(" (in \TARCA directory).n)
qcanf( "9s" ,f ilename);

sprintf(filename2,"\\targa\\%s",filenamie);
f ilpl=fopei( f ilename2, "rh")

fseek(filel,18,0);

fread(&tairgaibuf fer [10][0] , 1, 5760, filel);

fclose(filel);

/*read in scene*/
printf( "Enter f i le name and . >:t of scene- f ilI
printf( " ( ini \TARGA directory ) .\11"
scanlf( "%S" , f ilenlame):
sprintf ( f iIename2, "\\tara\\rs" ,ienime):
file l=fopen( fi lename2) "rb"
fseek(filei .18.0):
f read(&targahiuf fer[ 57 0 , 15760 f ile]);
fclose(filel);
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/*write a targa file for later dispiay*/

file2=fopen,( "\\tairga\\dis-plaiy2 .tg " , 'wh)
fwrite(targhIead, 18,1, file2);
fwrite( targaibuf fer ,1, 16384 ,file2):

fclose(file2);

convert_targahuffer_ to tempo;

convert temp to slip(
wr ite to-sloi

prepare slin(

char far *serpotex-
semetex = (char far ;)Oxh000000O:
*(semetex±0x800)=l i;~,

conivertt targabufIter tot tempo

for(i-0; i<128-; i±±)

forO VO; j<128; J+i)

if(targabuffer[ij [j 1==0x0 0) temnp~i}j j=Ox\l;

elIse temp iJ [j J 0x00:

c onve rt- temp-_ tos I slm(

/*conivert 2 pixels into ani eight bit: character for address ingr th, 11

printf("creatlig SLM format \n")
for(x=0); x<128; x+±)

for(j =0; j<16; j±+-)

slii[x] [4*j I =2*~temp[ 126-8*j ] x]±t(emip[ 127-8-~j ]' 25?

sln~ ~124*-8*j [ x] +4*:tefpjl25-8-j I ,x +'43:
slmfx I [4--j f2 ] 32*temp[ LI22- 8*j I [ X]4±l6e'teipp 123-8 j 14 20"
S ImT fX] [ 4 -'J±3] J*1 28-etempr 120- 8*j [ x 1 ±64*temp 121- 8-.'j lxi45

w rte to sImin
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'Write the SLMI arrayv to the SLM*I/
char far -senetex;

semetex z-(ch-1ir far --') ONIhO)OOOcDO;
printf('writinFg to the SL-M \n");
for(j=O; j<163; j+i)

for(x=O-; x<128; x~++)

i=xi-128*j;
A(semletex+i) =slIm~xj{4*j]

(Seinetex-+ i ) s Il[ x: I[ 144-j
*(seirictex~i) slImfx I[2±/4-j1
(seme t ex+ i) s 1 ilx} 3±4*j]

~~. .......l. .

2~ W)4
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/* JT2MED.C

K/' AIR FORCE INSTITUTE OF TECHNOLOGY
/* PROGRAM FOR BINARIZING FRINGES IN TiE JOINT TRANSFORI CHRREL'I .
/'0 by Capt John Clint,
/0 August 31, l9H9
/I-,-;,,.

/*This program binarizes the fringes of the JTC by finding thr MEI)IA:A'/

/*value of the joint transform file "grabl.tga", and using it as a
/*threshold. If the value is greater than the threshold the pixel
/*would be on, if less, the pixel is off. The TARGA file

/*"binary.tga" is saved with the binary version of the fring~es;, and 0,
/*the SLM is appropriately written to for the next step of the JTC

-include "stdio.h"
-include "string.h"

=include "math.h"

unsigned char targhead[18] , slm[128] 64]"
unsigned char targabuffer[128V 128'. temp [128]f81"
int maxvalue, i, j, x, y, col, row, inde::
int bins[2561, total=O;
float combined, thrshld=0"

FILE *filel

void mnlin()

prepare slm)'

/*get joint transform file*/
file l=fopen( "\\targa\\grahl . tga" ...rb")

pciiitf("\,n\nreading in (ta \n");
fread(targhead, 1,18, fi lel ) ' i - ,- i(, '
fread(targabuffer, 1,16384,filuel)
fclose(filel)"

/l'calcuilaz 6 rlriali of pixeSl values,5 to use as n tlirnold'

pr in~tf ( 'al cuiat 1In' t hre.shold
for( row-0O roW<-A8 .'8 l

for(col ( co l I1 colli

1) in~s' 1 a rgahuf I em ro " 1 "col 4

or-(i - total< .- 1ql2? ift)

toti 1+bins i1
tiilrsihld+ •



/*binarize pixels based on thzeshold*/
printf("binarizing data \n");
for(row=O; row<128; row++-)

for(col=O; col<128;. coli+)

i f( thrshld<targabuiffEr row ,IL col ) targabufe .ro- (-()I -:

else targabuffer[row] [col]=O:0O:

/*save binarized version /

filel=fopen( "\\targa\\binarv. tgi", ,b)
fwrite(targhead, 18, 1, fulel);
fwrit.i:targahuffer, 16384, 1, fulel):
fclose(filel):

convert targabuf for_ to -tempp(
convert_ temp_ to slrl()
wliteto-simo:

prepare slin()

char far --seinote\;
sernetex = (char far ~)OxbfOOUOOO0;
~(seine tex f Ox80C) =I I -<i mIr

conve0rt targabuIffe r to- t emp(

fori O i<128: iti

for(j=); j<128 ; j-I-i-)

ifI( ta rgabuff Ier r] [ j -0.\0) t empE i [j I=x~
else tetnp[i] {j ]OxOO:

conv',ert teip 'oS11(

'COn~e r t pi:.c i nI to 0 n e1 IIt i1 ht hi t chK rc t cc for addi k'os i 11, 1 1

print f( I -it ing SLM fo-m:i: \n
for~x~o X,-\128; \4f)

for(j-0 jii



slm[xl[4*j] =2*tenp[i268j[xj+temp[127-8*jltxJ+252;,
slm[xJ[4*j+1}=8*ternp[124-8*j][x]+4*ternp[125-8*j][x]i2043:
slmn[xJ[4*j+2]=32*temnp[122-8*j[x-+I6*tenp[123-8j-jf]i'2)':
slm~xfl4*j±3]=128*temp[12O-S*jj[x]HS4*teip121-8k, j]x :.]ij'

write to_ slrn()

/*Write the SiLM array to the SLM'-*/
char far *selnetex;
semetex = (char far *) OxbOOOOOOO;
printf ("writing to the 5114 \n");
for(j=O; j<16; j++)

i~x±128*j;
*(semee-ii) =SIM'rXIj4*jj;

*(semetex+i) = slifl[x][2±4*jJ;

*(semetex~i) = slrn[xj [3±4*j 1;

*s eme te x+ Ox801) =1;



/* JT COMB.C

AIR FOPCE INSTITUTE OF TECHNOLOGY
/* PROGRAM FOR BINARIZING FRINGES IN THE JOINT TRANSFORM CORR-ILI(, '

by Capt John Cline

7* August 31, 1989

/*This program binarizes the fringes of the JTC by based on the sign 0'
/*of difference between the joint transform file "grabl.tga" and thv
/*Fourier transform of the scene file "top.tga", and using it as a
/*threshold. If the difference is greater than the zero, the
/*pixel would be on, if less, the pixel is off. The TARGA file
/*"binary.tga" is saved with the binary version of the fringes, and /
/*the SLM is appropriately written to for the next step of the JTC. 0//

=include "stdio. h"

ninclude "string.h"
=include "math.h"

unsigned char targhead[18], slm[128] [641"
unsigned char joint[128] [128], targabuffer[128] [128], temp[128] '1 2 8 "

int maxvalue, i, j, x, y, col, row, index;
float combined;

FILE *filel;

void main()

prepare_slm;

/*get joint transform file/

filel=fopen('\\targa\\grabl.tga".rb")•

printf("\n\nreading in data \n");
fread(targhead,l,18,filel)" /*read head,0"'
fread(joint, 1,16384, filel)"
fclose(filel)•

/*get scene only file*/

filel=fopen("\\targa\\top.tga.,"rb"):

fseek(filel,18,0)•
fread(targabuffer,1,16384, fi] el)

fc lose(file )•

,/Obinarize pixels based on threshold for difference-.,

printf("binarizing data \n")
for(row=O; row<128; row4i)

for(coV-O; col<128; col4)

combined=joint[row] [col - argabuffer row] [col'"
i f(combined<=O)

2 11



targabuffer~row] [col]=OxOO;

else

targabuffer[row] [collOxff;

/*save binarized version Q/

filel=fopen("\\targa\\binary.tga",'wb");
fwrite(targhead, 18, 1, filel);

fwrite(targabuffer, 16384, 1, filel);
fclose(filel);

convert targabuffer_to tempo;

convert temp to_slm()
write-to-simo;

p re pare s lm(

char far *semetex;
semetex =(char far *)OxbOOOOOOQ;
*(semetex±0x800>lI; /WeI ar AMIi"

convert_targahuffer-to_ tempo

for(i=O; i<128; i++)

for(j=O; j<128; j±±)

if(targabuffer[ i] [j ]=OxOO) temp[ i ][j J=OxOl;
else temp~ilj3j=OxOO;

( onv'Cr t temp t osi m (

/*convert 2 pixels into an e ight bit character for addros;in the SMA*

pri ntf( "creating SIBM format \ m')
for(x-O; x<1 28; xm-r)

for(j=-O; j&6 + )

slmf x 3 rjj -2*t emp I26- 8*j x ttemnp 127- *]x t)2



slm[x] [4*j±1]=*erp124-8*j ][x}+4-*terp [125-8--j I'/i~
slirifx I[4*j-2 ]=32*teinp 1228*j ] x] +l6*ternpf 123-8*j~'?7

write-to-slm()

/*Write the SLM array to the SLA*/
char far *seinetex;
semetex = (char far *) OxbOOOOOOO;
printf("writing to the SL.M \n");
for(j=O; j<16; j+±)

for(x=O; x<128; x±±-)

i=x±128*-'j
*(semetex+i) = slrn[x] [4*j]
*(semetex~i) = slmlxj[1±4*<j];
*(semetex+i) = sim~xi f2+4*j;
*(semetexi) = slm[x][r3±4*j]3

*(seretex+0x801>4I;

2 1



/* DIS-HF2. C

AIR FORCE INSTITUTE OF TECHNOLOGY
INPUT DISPLAY TO THE JOINT TRANSFORM CORRELATOR

by Capt John Cline
August 31. 1989

/*This programn displays the segmented scene and template created bv '

/*an earlier run of the joint transform correlator. The TARGA file

/*"segment.tga" will be read in and displayedI on the SL-M.

#include "stdio h'

=include "string.h"

mnt i, j, x;
unsigned char slm~l28J[641, targahuffer[128] [l28], temp[l28i 1281-
char targhead[] = (V\xOO', '\,,00', '\x03', '\xOO', '\xOO', Xoo '

'\XQ', '\XOO' '\XOO', '\XOO', '\XUJO', '\xO0'1

FILE *filel;

void main()

prepare_slmo;

/*read in file*/

filel=fopen('\\targa\\segmnent.tga","rh');
f seek (f ilel, 18 ,0);

fread(targahuiffer,l,16384,fiie 1);

convert targabuffer~totempo;
convert temp toslm()'
write_ to_ slm()

**W

pi epare slm()

char far *seifetex-
sene tex -(char far O xhOQOHOQO00
*(semnete\X+\8i())= IceicM

(onvert ta rgah d(f F rt tot em(

for(i 0; i<1218; if+E)

foi(j (I j<l28: j+f)

2 Ii



if (targabuf fer[ i] [j j=OOO eip[ i ] [j ] OxOlI
else temp[ i][j ]=OxOO:

conivert temp to-slm()

/*convert 2 pixels into an eight bit character for addressing the S~~

printf("creating S1LM format \n");
for(x=O; x<128; X44)

fnr(J=O; j<16; j++)

slmi~xl[4*jl
slin[x][4*j~l]=-*teinp[124-8*j][xj+4*temnp[125-8*jilx]±243:

slr[x]4*j+3]=128*teinp[2-8*j][x]+64*temp[2-8j[xp63;

wr-ite to_ slm()

/*Write the SLM arra-y to the SLM*/

char far *seme tex;
seinetex =(char tar *) UxtuuuuU)UO;
printf ("writing to the SLM \n")-,
for(j=O; j<16; j++)

for(x=O; x<128; x±+)

i~x+128*j;
*(semetex+i) =slm[xl'4*j];

*(seinetext 1) slix~ I[l+4*jI
*(seinetex~i) =slin~x] [2+4-,j

~seme tex+Ox8O 1)

-k w A A.-A -,C -A15



/~DISPTOP.C

AIR FORCE INSTITUTE OF TECHNOLOGY
SCENE ONLY DISPLAY TO THE JOINT TRANSFORM CORRELATOR

by Capt John Cline

August 31, 1989

/*This program displays only the scene half (upper 71x128 pixels) of'<

/*the TARCA file "display2.tga" onto the SLM. This program is par-,

/*kof the joint transform correlator, and is run after the scene and

/--'template have been displayed together.

-include "stdio.hi"
=include 'string.h

nt i, j ,X.
unsigned char slm[I28] [64], targabufferf 1281 [128], temp[128] [128];,

FILE *filel;

void main()

prepare-slino;

/*read in scene half only*/

filel~fopen("\\tairga\\displIay2 .tga", "rb");

fseek( filel, 73 14 ,0,(

fread(&targabuffer[ 57 j[01.1, 9088 ,filel)

fclose(filel);

convert targahuffer_ to_ tempo;

convert temp -to -slm():

write_ to-simO;

p ropa res lin()

char far *semetex;
qeinetiex (Char far 0) xhOC00000-
*(semctexi0x8OO) l ; /,"C lear i

con1v er t t ar ga bu ff Er t o t e mp

for(i-O; i<128; i44)

for(j-=0; j<128; jfi)

i f(t a r ja1)u f fcr [ i[ J -Wx 0 0 t c 111 j 0 Vx6
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ulse temp[i][j]=OxOO;

convert_temp to -slm()

/*convert 2 pixels into an eight bit character for- addressinr the SY

printf("creating SLM format \n");

for(x=O; x<128; x±+)

for(j=O; j<16; j+i-)

slm[x][4*j] 2tm[2-*jx~ep178j[~22
slm~x][4*- j+l]==8*temp[124-8*j][x]+4--'temp[l25-8*j][x]+243:

slmjx][4*j±3J=128*temnpfl2O-8*ji[x]±64*teinp[121-8*j]>:p(Al:

write to-slm()

/* ;rite the SLN array to the SL-M*
char far *semetex;

semetex =(char far *) OxbOOGOOGO;

printf ("writing to thc- SLM '\n")
for(j O; j<16; j++)

for(x=O; x<128; x±±)

i=x+128'j;
*(semete\+ri) slmjx)[4*cjj;

-(se,-etex+i) slm[xj [l+4*j 1;
*(semete\±1) slin[xj [2+44-kj]
*(selnete\4i ) s~i[x] [3±4--j I

-K e et x Qx l l 1Kww-' ---' k---
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/* BUIL.T-HPF C /
/* */

AIR FORCE INSTITUTE OF TECHNOLOGY /
/* CORRELATION PLANE INTERPRETER FOR THE JOINT TRANSFORM CORREIATHR *>/

by Capt John Cline

August 31, 1989

/*This program finds the top 10 values in the top and bottom cross- */
/*correlation regions of the joint transform correlator correlation */
/*plane file "grab2.tga". It rewrites the correlation plane file */
/*with crosshairs at peak locations in the cross correlation regions */
/*to the file "max.tga". Next, it uses these max values, along with k/

/*earlier calibration values stored in "cal.dat", to calculate the /
/*coordinates of the target in the original scene. (This data is */
/*displayed on the computer monitor.) Having done this, the original*/
/*scene file ("display2.tga) is rewritten with crosshairs at the
/*target location as "bullseye.tga". This program differs from
/*BULL-HF.C, only in that crosshairs are written to "segment.tga" *

/*instead of "display2.tga". That's because this is a part of a JTC */
/*that uses SEGMENTED inputs generated from a earlier pass through */
/*the JTC.

ginclude "stdio.h"
=include "string.h"

=include "math.h"

int i, j, k, toptest=O, bottest=O, xb[lO], yb[lO], xt[lO], %( 10]:
int ii, jj, ilow, ihigh, jlow, jhigh;
unsigned char targaheader[18], targa[160]11281, outouffer[128j '1?].
unsigned int topx[lll, topy[ll], topvalue[ll1;
unsigned int botx[ll], boty[ll], botvalue[ll];
unsigned char caldata[4][41;
float cal[41[4], xx, yy;

float xl, x2, yl, y2, xfb[lO], xft[1O], yfb[O1], yft[10];

FILE *filel;

void main()

/*initialize values*/

for(i=O; L<11; i++)

topx[i1=0;

topy[iJ=O;
topvalue[i]=O:
botx i]-0;
botyli =O;

botvalue[i] 0

/*get ccd file*/
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filel=fopen("\\targa\\.grab2. tga" ,"rb");
fread(targah,.ader,1, 18, fiel);
printf("\n\nreading in dat'i \n");
fread(targa,1,20480,filel);
fclose(filel);

/*get cal data file*/
filel=fopen("\\turc\\cal.dat", rb");
fread(caldata,1j16,filel);
fclose(filel);
for(i=0; i<4; i-H-)

for(j=0; j<4; j+4-)

cal~il [j }=(float)caldata(i1 HI;

/*erase center7 autocorrelation section*/
for(i=45; i<115; i+±+)

for(j=0; j<128; '++)

targa[i} j ]=OxOO;

/*locate the 10 max values on the top-./
for(i=115; i<160; i+±)

for(j=0; j<128; j++)

if(targa{i] [j ]>=iO)

k=9:
while(targari][ji >topx'alUe~k' && >)

topvaiue[k+l]=topvalue~kI:
tolpx[ktl]=topxrk]j
topy[k+I]=topyrk]:

topx[k]=j
topy~kI-i;

/*klocate 10 max values on the bottomnpW
for(i=0; i<!*5; i44-)



for(j=O; j<128; ji+)

if(targa7 ij j >=l00)

if(bottest<lO) bottestf4;

k=9;
while( t arga[ i] [j] >botvaIutc, k-] && k,----)

botvalue[k1=botv\alue[k];
botx[k+lj~botx[k];

boty[k~l]=hoty[k]:

botvalue[kj=targa7 ij] 7
botx[k]~-,

boty~kl=i;

k- -;

/*write file with crosshairs/

for(j=O: j<hottest; j44)

targa[botv[j 1ii7 Ibotx7 ~jl=x :
targa~botvj77botK[ ,±iU)O

for(jA;O j<toptest; j++)

for(i -3; i<4;1 if+)

talrga,.topylj ] 7 topx~j]+1 7=Qx(JCJ;

print [("writing correlation I ile\n" )
file] =1 open( '\\targa\\max. tr ,a" Wh'

felose( file]):

<Ii pr t ofF th rorio finids the locaitionl of tht. c~: i ~
:Ioctionof the Correla~tion Peak. It put_- Cioo5S Li o

' oi FinTM1 scene file.

/ read in the segmente sceInt, fi 1 c</

prinT1 I("reading, in original I scent, I ile\n')

fread( targahleader, 1 18,10
fread(targa, I, 1638/1 filel)-



felose(filel);

/*calculate the target coordinates based on, * h, :1 i
/*upper correlation of the calibration dii
printf('calculating target location'\n"):,
for(i=0; i<toptest; i±+)

xl=(113/(cal[l] [0]-cal[01 101))*(t-op:r 1-cl I
x2=(113/(cal[3] [0]-cal[2[ [0[))*(topx' if -ca-l 2' (V't-
yl=(3C/(cal[0][l1-cal[2][1[))*(cai01rl'-topv V-

xft[i[=(((((yl+y2)/2)-34)*(x2-7)

yft[i]=(((((xl+x2)/2)-7)*(y2-34)
+ ((120- ((xl+x2)/2) ))*(yli34) )/1 1) + 3'

yt[i[=(unsigned)(xft[i]±.5);

/*calculate the target coordinates based oi. i ':c
/*lower correlation of the calibration ~iaa
for(i=0; i<bottest; i±±)

xl=(113/(cal{0] [2] -cal~l] [2] ))*"(ca-I lW )-~o. i -1
x,2=(1l3/(cal[2] F2[1-cail[,3[ 2]))*(cali',a 12 Im1,
yl=(3O/(cal[2[ [3]-cal{0] [3[))*(botv,' i, -cab I
y 2=(3Q/(cal [31[3[-cal [1[[31) )*^'(botv'i- -cc ilI

+ b~j(6((lv2v2)/2))*(xl-7)~/d

+ (l20-((xl+-x2)/2))*(vl-3'4))Y'1l"))3i:
xb[i] (unsigned)(xfb[iI±.5)-

eliminate _redundant():
eliminate _strayo:
save segmented versionQ-

/-"cwr i te f ile with Xs on we iFghtced bacr -ol) Ci:.r

lor(k=9: k->=0: k--)

for(i lzz vb[k[ : i<132-vblkI:i+

Lal I ga[ i b k bo i te t'k

i f



for(i=123-yt(kj; i<l32-ytjkj;ii

for(j=xt[k]-4; j<xtfk]+S; j++)

targa[i] {j ] topvaiue[k];
if(ii==jj 11 ii==8-jj) targai] rj] Oxou)

filel=fopen("\\targa\\bullseye.tga","wb"):
fwrite(targaheader, 18, 1, filel):
fwrite(targa, 16384, 1, filel);
fclose(filel);
for(i=O; i<10; i±+)

print f( "%u\t%u\t%\t%\t%\t%u\-" , Xti] Yt- 1 1''- t IU('' i
xh i] y Li 3, Iot \'iIutu

printf("press any key to continue");
getch()

eliminateredundant()

/*eliminate some redundant mnarks*/
for(k=9; k>O; k- -)

if(abs(xft[k] -xft[j })<=5 && abs(vft kL -vf-t j 1=)

it(topvalue~jl<251) tolvalUCe;]14-Th:
else topvalue[j]=255;
xt~k]=O;
yt[k]=O;
topvaluie k]='O;

if(abs(xfb[k]-xfh[j])<=5 && ahs(vfbk}-Ivfi j!

if(botvalue[j]<251I) hotvaIutic-jj±--')
else botvalue~j ]='255;
xbj]j=;

3bk] -O;
botvalue~k] =0;



eliminate stray()

for(k=9; k>0; k--)

j=9;
while((abs(xft[k]-xfl~j])>5 11abs(yft[k}-yfb[jl)>5) &6, J>=O)

if(j <0)

xt[k]=0;
yt[k]=0;
topvalue[k]=0;

j=9;
while((abs(xf-b[k]-xft[j])>5 11abs(yfb~k]-yftij;)>5) && j> ())

if (j<0)

xb[kl=O;
yb[k] =0;
botvalue [k] =0,

savesegmented-version()

for(i=0; i<128; i±+)

for(j=0; j<128; j++)

outvbuffer[jjI i]=0x00;

j low=0;
for(j l0: (j<24 && jlow==0); j+4)

for(i=32; i<97; i4+)

if(targa~jj[i3H0) jlow-=24-j;
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jhigh=0;
for(j=38;, (j>24 && jhigh==0); j--)

for(i=32; i<97; i+±)

if(targa[j][i]!=0) jhigh=j-24;

ilow=0;
for(i=32; (i<64 && ilow==0); i++)

for(j=24-jlow; j<25±jhigh; j±+)

if(targa[j ] [1]'=0) ilow=64-i;

ihigh=0;
for(i=96; (i>64 && ihigh==0); i--)

for(j=24-jlow; j<25+jhigh; j+±)

if(targa[j ] [] '=0) ihigh=i-64;

for(k=0; k<10; k++)

if(xb[k]!=0 && yb[k]!=0)

ii=xb[k] -ilow-5;
if(ii<0) ii=0;
jj=(128-yb[k] )-jlow-5;
if(jj<57) jj=57;
for(i=ii; i<xblk]+ihigh+6 && i<128; i±+)

for(j=jj; j<(128-yb[k])+jhight6 && j<128: ji+-)

outbufferl ] [i]=Oxff:

if(xt[k]!=0 && yt[k]!=0)

ii=xt[kj -ilow-5;
if(ii<0) 11=0;
jj=(128-yt[k] )-jlow-5;
if(jj<57) jj=57;
for(i=ii; i<xt[kj-tihigh1t6 && 1<128-1 i+±)

for(j~jj; j<(128-yt~kl)+jhigh46 && +<8 j+)

outbuffer[j ] i]=O0xff;
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for(j=O; j<128; j+±)

for(i=O; i<55; i±+)

outbuffer[i] [j ]=targa[1i [j]

for(i=57; i<128; i++)

outbuffer[i][j]=outbuffer[i)[j] & targa[i][jj;

filel=fopen("\\targa\\segment. tga",w)
fwrite(targaheader,18,1,filel);
fwrite(outbuffer,16384,1,filel);
fclose(filel);



G.3 LPCT Software

A number of programs were written for correlation in the

LPCT-IFTI2 feature space. Two batch files, LRT-X.BAT and

LRT-SQ.BAT, would perform all steps (except throwing the

manual switch) necessary to do correlation in this feature

space. These batches used an "X" and a "+", or squares of

different sizes, respectively to perform the correlation.

Two additional batches, LRT-180.BAT and LRT-NEG.BAT,

would take the intermediate results of the earlier two

correlations (the LPCT-IFTI2  features), and modify the

template before performing correlation.

Of course, the batches would call on .CMD files, used

with TESTTARG.EXE, and Turbo-C source code to complete their

tasks. The batch files are listed below, followed by the .CMD

files (in order of appearance), and the Turbo-C source code.

A number of files used in the patches are the same as

those listed in sections G.1 and G.2. They will not be

duplicated in this section.
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*LRT -X. BAT
*Th is ba tch f ilIe perf orms a j oint t rans f c)rm co rre Ii at i on onlt1(
: log polar coordinate transform of the intens ity of the Fourie~r
transform of an 'X" and a .

echo off

CREATE THE X AND + AND DISPLAY THE X
CD \TURC
x- Irt
disptop

:CAPTURE THE FOURIER TRANSFORM OF THE X (128X128)
CD \TARCA
SET TARGA=247
SET TARCASET=T8- lOG
testtarg <ft-scene.cmnd

DISPLAY THE +-
CIS
CD \TURC
disphot

CAPTURE THE FOURIER TRANSFORM OF THE 4

CD \TARCA
testtarg <ft teipp.cmd
CIS

DISPLAY A BLANK MOSLM

CD \TURC
erase- it

CAPTURE THE FOURIER TRANSFORM OF THE BLANK TO USE AS A B1,AS

CD \TARCA
testtarg, <ft-erase.cmd

CIS

echo THROW THE SWITCH
pause
CIS

: CAPTURE THE L.PCT OF THE BLANK
testtarg <110x4*56.cnd

* RFDI!CE THE LPCT OF' THE BLA\NK TO 55X1 14 THEN BINARI Zi TIHE
: FOURIER TRANSFORM OF THE X AND DISPLAY ON THE MOSLM
CD1 \ TUR C

red_ rt3
ft, scenie

: CAPTURE THE LPCT OF THE X
CD \TARGA
testtarg <1 10x456 *cmd
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:REDUCE THE LPCT OF THE X TO 55XI14 THEN BINARIZE THE
:FOURIER TRANSFORM OF THE + AND DISPLAY ON THE MOSLM
CD \TURC

redIrtl
ft temp

:CAPTURE THE LPCT OF THE +
CD \TARGA

testtarg <11Ux4ob.cmd

CIs

:REDUCE THE LPCT OF THE + TO 55X114

:THEN CREATE A BINARY INPUT FRAME FOR THE JTC
CD \TURC

red lrt2
1r t-comb

cIS
echo THROW THE SWITCH
pause

:THE NEXT FEW STEPS PERFORM THE JTC

:CAPTURE THE JOINT TRANSFORM 128X128 ONLY
CD \TARGA

testtarg <jtl-lrt.cmd

C's

:DISPLAY THE TOP (THE X) ONLY
CD \TURC
top-irt

:CAPTURE THE FOURIER TRANSFORM FOR THE X ONLY

CD \TARGA
testtarg <top-lrt.cmd

cIs

:BINARIZE ON AVERAGE DIFFERENCE AND DISPLAY ON MOSIM
CD \TURC

jt-diff

:CAPTURE CORRELATION PLANE
CD \TARGA
testtarg <jt2-lrt.cmd

cIs

:LOCATE PEAKS IN CORRELATION PLANE
CD \TURC
bul1-Irt

CD \TARGA
testtarg <jt3-Irt .cmd
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:LRT-SQ.BAT

:This batch file performs a joint transform correlation on the

:log polar coordinate transform of the intensity of the Fourier
.transform of a scene and template square.

echo off

:CPFAm F THE TWO SOUARES AND DISPIAY THE qcFNr (T '
CD \TURC

displrt

disptop

:CAPTURE THE FOURIER TRANSFORM OF THE SCENE (128X128)

CD \TARGA

SET TARGA=247
SET TARGASET=T8X-OG
testtarg <ft_scene.cmd

:DISPLAY THE TEMPLATE
cIs

CD \TURC

dispbot

:CAPTURE THE FOURIER TRANSFORM OF THE TEMPLATE
CD \TARGA

testtarg <fttemp.cmd

cls

:DISPLAY A BLANK MOSLM
CD \TURC
erase- it

:CAPTURE THE FOURIER TRANSFORM OF THE BLANK TO USE AS A BIAS

CD \TARCA
testtarg <fterase.cmd
cls

echo THROW THE SWITCH
Paus~e
cis

:CAPTURE THE LPCT OF THE BLANK
testtarg <110x456.cmd

:REDUCE THE LPCT OF THE BLANK TO 55Xl14 THEN BINARIZE THE
: FOURIER TRANSFORM OF THE SCENE AND DISPLAY ON TILE >1-S01

CD \TURC
red lrt3

ft scene

:CAPTURE THE LPCT OF THE SCENE
CD \TARCA

testtarg <llOx456.cmd
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:REDUCE THE LPCT OF THE SCENE TO 55XlI4 THY'N BINARIZE THE

:FOURIER TRANSFORM OF THE TEMPLATE AND DISPLAY Oil THE MOSIM
CD \TURC

red _rtl
ft temp

:CAPTURE THE LPCT OF THE TEMPLATE

testtarg <110x456.cmd
cis

:REDUCE THE LPCT OF THE TEMPLATE TO 55X114
:THEN CREATE A BINARY INPUT FRAME FOR THE JTC

CD \TURC

rod lrt2
Irt-comb

cIs
echo THROW THE SWITCH
pause

:THE NEXT FEW STEPS PERFORM THE JTC

:CAPTURE THE JOINT TRANSFORM 128X128 ONLY

CD \TARGA

testtarg <jtl-lrt.cmd
Cls

:DISPLAY THE TOP (THE SCENE) ONLY
CD \TURC

top- Irt

:CAPTURE THE FOURIER TRANSFORM FOR THE SCENE ONLY
CD \TARCA

testtarg <top-irt.cmd

cls

•BINARIZE ON AVERAGE DIFFERENCE AND DISPLAY ON MOSLM

CD \TURC
jt-diff

:CAPTURE CORRELATION PLANE

CD \TARCA
testtarg <jt2-1rt.cmd
C I;

:LOCATE PEAKS IN CORRELATION PLANE
CD \FURC
bul I - irt
CD \TARGA

testtarg <jt3-1rt.cmd
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: IRT- 180.BAT
:This batch file performs a joint transform correlation on the
:log polar coordinate transform of the intensity of the Fourier
:transform using feature files already created from an earlier
:run of either LRT-X.BAT or LRT-SQ.BAT. It uses only the
:center 180 degrees of the template in the first step.

echo olt
cls

:CREATE A BINAR'Y INPUT FRAME FOR THE JTC
CD \TURC

Irt-180

:CAPTURE THE JOINT TRANSFORM 128X128 ONLY
CD \TARGA

testtarg <jtl-.lrt.cmd
clIS

:DISPLAY THE TOP (THE SCENE) ONLY

CD \TURC
top-lrt

:CAPTURE THE FOURIER TRANSFORM FOR THE SCENE ONLY
CD \TARGA

testtarg <top-lrt.cmd
cls

:BINARIZE ON AVERAGE DIFFERENCE AND DISPLAY ON MOSLM
CD \TURC

jt-diff

:CAPTURE CORRELATION PLANE
CD \TARGA
testtarg <jt2-1rt.cmd

clIS

:LOCATE PEAKS IN CORRELATION PLANE
CD \TURC
bull- Irt
CD \TARCA

testtarg <jt3-lrt.cmd

'23 1



:LRT-NEG.BAT
:This batch file performs a ioint transform correlation on the
:log polar coordinate transform of the intensity of tLe Foulier
:transform using feature files already created from an earl icr
:run of either LRT-X.BAT or LRT-SQ.BAT. It uses only the

:center 180 degrees of the NEGATIVE of the template in the
:first step.

echo off
cIs

:CREATE A BINARY INPUT FRAME FOR THE JTC

CD \TURC

Irt-neg

:CAPTURE THE JOINT TP,\NSFORM 128XI28 ONLY

CD \TARGA
testtarg <jtl-lrt.cnd

cls

:DISPLAY TIlE TOP (THE SCENE) ONLY
CD \TURC

top-lrt

:CAPfOtE T!IV FOURIER TRANSFORM FOR THE SCENE ONLY

CD \TARGA
testtarg <top-Irt.cmd

cls

:BINARIZE ON AVERAGE DIFFERENCE AND DISPLAY ON MOSLM

CD \TURC

jt-diff

:CAPTURE CORRELATION PLANE
CD \TARGA

testtarg <jt2-1rt.cmnd
clIS

:LOCATE PEAKS IN CORRELATION PLANE
CD \TURC

bull-lrt
CD \TARGA
tesrtarg <jt3-Irt.cmd
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FT SCENE.CMD
This is a command file to be used with the TARGA prog-n 'ii, T :]A ,

:It is used in the JTC using LPCT features to capture a 121),]2 i
:pixel region. The data is stored in the file "ft: scen .,;,i".

1 ive
1: 1* \ 7 ROVIL, A DtAY AFTER GOING LIVE TO ENSURE PROPE, FRANI >i:. ,

erase
0
0
0
erase
0
0
0

:GRAB THE FRAME
grab
ti is

:SAVE CENTER 128X128

p oi p i C
Ft scene

192
136

319
263
-1
C, r S

0

:REDISPLAY SAVED SECTION
getpic
ft scene

-1

graphend
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:FT TEMP.CMD
This is a command file to be used with the TARGA progrram TESTT AC.

:It is used in the JTC using LPCT features to capture a 128":128
pixel region. The data is stored in the file ftteop

:ERASURES PROVIDE A DEIAY AFTER GOING LIVE TO ENSURE PROPER Fi-APIE C..>;

g ra se

e r ,3 .. e

C)
(-C

G iRAB THE FRAME
. r a1)

(11s

:SAVE CENTER 128X128
putp ic
ft -emp
192
136
319
263
-1

Ce r 1 Se

(C)

REDISPIAY SAVED SECTION
te tpic

f t-temp
C)

-1
1-,raphelid

P' i t

2m r m mmm m mm m , - m



FT ERASE. CMD
This is a command file to be used withl thc TARGA .
It is used in the JIC using LPCT feat urts o cap: ir, - . ,-
pixel region. The data is stored in tLhe file "t &rf. .

Slive
:ERASURES PROVIDE A DELMIY AFTER COING LIVE TO Ecxs ;,,,' . .
ecacse

as
0

0
er ase
0
0
0

G'RAB, TILE FR._AM!1"

dis

SAVE CENTER 128X12S
P t p i

136

31 9

)

,2 ; )3

-1

0

q)

P ED [ S 1IAY S\V ED S ECT IO:I
Ct. t p IA:

fr- erase

(7)

-1

qui t



.JTI-LRT.CMD
:This is a command file to be used with the TARGA prorrim TES]']A, R
:It is used in the joint transform correlator to capture I _ I ,
:pixel region. The data is stored in the lile "gr.ib1

live
:ERASURES PROVIDE A DELAY AFTER GOING LIVE TO ENSURE PROPER -RA.IE W,'

erase

0

0

0

erase

0

0

0

:GRAB THE FRAME

grab

dis

:SAVE CENTER 128x128

putpic

grabl

192

136

319

263
-l

eraso

0

0

0

:REDISPLAY SAVED SECTION

getpic

grabl

0

0

- 1
graphend

quit
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:TOP-LRT.CMD
:This is a command file to be used with the TARGA program T'ESTT' . F".YE.
:It is used in the joint transform correlator to capture a 12SciX21 ',

:pixel region. The data is stored in the file "top.tga".

live
:ERASURES PROVIDE A DELAY AFTER GOING LIVE TO ENSURE PROPER FRAIE (EIAB
erase
0
0
0
erase

0
0
0

:GRAB THE FRAME
grab

dis

:SAVE CENTER 128x128
putpic

top

192
136
319

263

-1
erase
0
0
0

:REDISPLAY SAVED SECTION

getpic
top
0
0

-1

graphend

q u i t



:JT2- LRT. CMD

:This is a command file to be used with the TARGA program TESTTAR(:.
:It is used in the joint transform correlator to capture a 20()XI.,
:pixel region. The data is stored in the file "corr.lrt".

live

:ERASURES PROVIDE A DELAY AFTER GOING LIVE TO ENSURE PROPER FRME GRAB
erase
0
0
0
erase
0
0
0

:GRAB THE FRAME

grab
dis

:SAVE CENTER 200X128

putpic
corr. irt
192

100

319
299

-1
erase
0
0
0

:REDISPLAY SAVED SECTION

getpic
corr. Irt
0
0
-i
girclphend
quit
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:JT3 -LRT.CMD
:This is a command file to be used with tne TARGA progr-am TESTIA;...
:It is used to display the results of the joint transiorm c0,C-,
:using the LPCT features.

erase
0
0
0
dis

:GET OPTICAL FOURIER OF SCENE

getpic
ft scene

0
271
-1

:GET BINARY FOURIER OF SCENE

getpic
ft scene.bin

128

271
-1

:GET OPTICAL FOURIER OF TEMPL\TE
getpic

ft temp
256

271
-1

:GET BINARY FOURIER OF TEMPLATE

getpic

ft temp.bin
384

271

-1

:GET ORIGINAL INPUT FILE
getpic
display2
0

135
-1

:*GET OPTICAL LPCT OF FT OF SCENE
F",t p i c
scete, lrt

-2
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:GET OPTICAL LPCT OF FT OF TEMPLATE

getpic

template. Irt
128

135
-l

:GET BINARY LPCTs IN JTC INPUT FORMAT
getpic

Irt comb
256
135
-1

:GET JOINT TRANSFORM OF TWO LPCT INPUTS

getpic

grabl
0
0
-1

:GET FT OF SCENE LPCT ALONE

getpic
top
128

0
-1

:BINARY JOINT TRANSFORM

getpic
binary
256
0
-i

:GET CORRELATION PLANE

getpic
corr. irt

384

0
-1

:SAVE RESULTS
putp ic
I rt disp

0
0

511

-1
graphierd

(li t

S40)



/* X-LRT.G

AIR FORGE INSTITUTE OF TECHNOLOGY
INPUT FILE M4AKER FOR THE COORDINATE TRANSFORM JTC

by Capt John Cline
September 30, 1989

/*This program creates an array with a plus and an X, and saves them ~
/*in the TARGA file "display2.tga", This file will be used Lo
/*correlate in the coordinate transform feature space. Tiio- programs /

/*DISPTOP.G (used in the JTG) and DISPBOT.C will display these two ~
/*patterns on the MOSLM one at a time, so their Fourier features can
/*be collected.

i-include Istdioh"
; inClude "string.h'

mnt col, row;
char targhead[I = ('\xOO', '\xOO', '\x03', '\0OO', '\xOO', '\xOO'.

'\XOO', '\XOO', '\xOO', '\XOO', '\XO', '\X00',
'\x80', '\xOO' , '\x80' , '\xUO' , '\x08' , '\xOO'

unsigned char targa[128][128];

FILE *filel;

void main()

/*write the scene "x'*/

for(col=47; col<81; col++)

targa[col±40] [col-l]=255;
targa[167-col] [col-1]=255;
targa[col+40] [col]=255;
targa[167-col] [col]=255;
targa~col+40] [col~l]=255;
targa[167-col] [col+l]=255;

/*write the template "+""/

for(col=40; col<88; col±+)

targa[31] [col]=255;
targa[321 [col]=255;

for(row=7; row<55; row±±)

targa[row] [63]=255;
targa[rowl [64]j=255;
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/*save TARGA file*/
printf("writing TARGA file to targa\\display2.tga\n");

filel=fopen("\\targa\\display2.tga","wb");
fwrite(targhead, 18, 1, filel);
fwrite(targa, 16384, 1, filel);
fclose(filel);
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/* DISPBOT.C

7* AIR FORCE INSTITUTE OF TECHNOLOGY
/* TEMPLATE ONLY DISPLAY TO THE JOINT TRANSFORM CORRELATOR

7* by Capt John Cline
7* September 30, 1989

/* */

/*This program displays only the template half (lower 57x128 pixels) *7
/*of the TARGA file "display2.tga" onto the upper portion of the SLM.*/
/*This program is part of the coordinate transform joint transform *7
/*correiator, and is used to capture the Fourier features of the *7
/*template. */

***********-************************** ************** *********** * /

;=;include "stdio.h"

=include "string.h"

int i, j, x"
unsigned char slm[128][64], targabuffer[128][128], temp[128] 4128]

FILE *filel"

void main()

prepareslmo;

/*read in template half only*/

filel=fopen("\\targa\\display2.tga","rb")•
fseek(filel,18,0);
fread(&targabuffer[83] [O ,1,5760,filel);

fclose(filel);

convert targabufferto tempo;

converttemp to slm()

write to slmo;

prepare slm()

char far *semetex"
sc.netex = (char far *) Oxb00000;
* (semetex+0x800) •1 i7-cl

convcrt targabuffer to temip()

for(i=0; i<128" i++)

for(j=O; j<128: j++)
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if(targabuffer[i][j]= =OxOO) temp[i][j]=OxOl;
else temp[il[j]=OxOO;

convert_temp to slm()

/*convert 2 pixels into an eight bit character for addressing the SM

printf("creating SLM format \n");
for(x=O; x<128; x++)

for(j=O; j<16; j++)

slm[xj[4*j] =2*temp[126-8*j][x]±temp[l27-8*j][x]+252;
slm[x][4*j+1]=8*temip[124-8*^'j][x]+4*temp[l2 5-8*j][x]+243:

slm[x][4*j±3]=l28*temp[12O-8*j]x+64*temp[I2-8*j]x'+63 -

write-to-slm()

/*Write the SLM array to the SLM*/
char far *semetex;
semetex . ( "-far *) UxbOOOOOOO;
printf("writing to the SLM \n"):
for(j=O; j<16; j++)

for(x=O; x<128; x++)

ix±128*j;
*(selnetex+i) = slm[xj [4*j]
*(semetex+i) = slm[x][l±4*j];
*(semetex+i) = slm[x][2+4*j];
*(semetexi) = slm[xj[3+4*jj;

*(semetex+0x801)=l;
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/***** -. '*************************** ***************** ** *** *******/

/* ERASE-IT.C

7* AIR FORCE INSTITUTE OF TECHNOLOGY */
MOSLM ERASE PROGRAM

7* by Capt John Cline /

7* August 3!, 1989
7* *
/*This program erases the MOSLM, that's all. *7

#include "stdio.h"

ginclude "string.h"

void main()

/*erase the slm*/

char far *semetex;

printf("erasing the SLM\n");
semetex = (char far *) OxbOO00000;
*(semetex+0x800)=l; /*clear slimn'/
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7* REDLRT3.C

AIR FORCE INSTITUTE OF TECHNOLOGY
/* PROGRAM FOR REDUCING FILES USED IN THE COORDINATE TRANSFORM JTC *

by Capt John Cline
September 30, 1989 *

/*This program reduces a 110x456 TARGA file to 55x128 for display on *

/*the SLM4 in the joint transform correlator. The reduction is done
/*by averaging 2 for 1 vertically and 4 for 1 horizontally. Zeros *
/*are added on the left and right sides. The file is stored as
/*"erase.lrt". This new file is a reduced version of the log polar *
/*coordinate transform of an erased MOSLM. It will be used to
/*reduce system bias during binarization of the scene and template *
,/*LPCT Fourier features.

-include "stdio.h"
;tinclude "string.h"
;:include "math.h"

char targhead[] = ('\xOO', '\xOO', '\x03', '\xOO', '\xOO', '\xOO',
'\xO', '\xOO', '\xOO', '\xOO', '\XO', '\XOO',
'\xS0', '\xOO' , '\x37' , '\xOO', '\x08', '\xOO'!V

~ ch-, inbaffer[llO] [456], outbuffer[55,L31223]
mnt combined, i, j, k, ii, jj;

FILE *filel, *file2;

void main()

printf("reducing Irt of erased SLFM\n");

/*open files and handle headers*/
filel=~fopen( "\\targa\\grablrt. tga" ,"rbl)
fseek(filel, 18,0);
file2=fopen("\\targa\,\erase. Irt" ,"wb");
fwrite(targhead, 18, 1, file2);

/*read data in, reduce, and output*/
fread(inbuffer, 1, 50160, filel);
for(i=0; i<110; i4=2)

f or(j =0; j <456 ; j± 4)

comb ined=0;
for(ii=i; ii<i4-2; ii++)

for(jj~j ; jj<j+4; jj+f)

combined±=inbuffer{ ii] [jji;



outbuffer[i/2] [j/4+7]=(combined+4)/8;

fwrite(outbuffer, 7040, 1, file2);
fclose(filel);
fclose(file2);
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/* FT SCENE.C

AIR FORCE INSTITUTE OF TECHNOLOGY
7* PROGRAM FOR BINARIZING FRINGES THE FOURIER TRANSFORM

by Capt John Cline
September 30, 1989

/*This program binarizes the Fourier transform of the original scen,
/*input to a coordinate transform joint transform correlator (befor-,
,/*coordinate transforming). There are two input files "ft scene. -,

/*and the system bias file "fterase.tga" (created by detecting tLh,
/*Fourier transform of a blank MOSLM). The bias file values are

/*subtracted from those of the scene file and the result is binarL:: a*
/*on five times the average difference (you may want to look at
/*alternative binarization techniques). The binary array is stored
/*in TARGA format as "ftscene.bin" and is displayed to the MOSL21 fo-
/*log polar coordinate Lransfu.... -i.

:;include "stdio.h"

;include "string.h"
,include "math.h"

int maxvalue, i. j, k, test, x, v. col, row index
float combined, thrshld=O;
unsigned char bufferin[128][128], temp[128][128];
unsigned char targabuffer[128] [lz8], slm[1281 [64];

char targhead[ 18];

FILE *filel"

void main()

oreDare slm()"

/*get scene file*/

filel=fopen("\\targa\\ft _ scene.tga","rb"):

printf("\n\nreading in data \n")"
fread(targhead,,18,filel) /'read hader/
fread(bufferin, 1,16384,filel)•

fclose(filel);

/1'*get erase file*/

filel=fopen("\\targa\\fterase.tga", "rb")

fseek(filel, 18,0);"

fread(targabuf fer,i,16384,filel)'
fclose(filel)•

/*calculate threshold by finding average difference*!

for(row=O" row<128; row+i)

for(col=O" col<128: col+±)
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thrshld+=bufferin[row][col]-targabuffer~row] col'

thrshld=5*thrshld/16384;

/*binarize pixels based on threshold for difference*/

printf('binarizing data \n");
for(row=O; row<128; row++)

for(colNO; col<128: col±+)

combined=bufferinjrowj [col] -targabuffer~row] ,coI]:
if(combined<=thrshld)

targabuffer[rowl Ecol!=OxOO;

else

targabufferfrow] rcoll=Oxff;

/*save binarized version *

tile 1=fopen( "\\targa\\ft scene, bin", "wb");
fwrite(targhead, 18, 1, fulel):
fwrite(targabuffer, 16384, 1, filel);

fclose(filel);

convert_ targabuffer to tempo;
convert_temp tosln()
write _to_ slmo;

prepare _slin()

char far *semetexj
seinetex =(chamr far) oxbOQOC)OOO
*(sIemetex+Ox8(O) --- : /,"C-I eaU S -

cori\'ert targahutff to, t .Ilp(

for( j=O; i<1 .8 1 +)

fo(j- j< 128.j±

itf ( ta rFahuf f er U j j-x90O )k emp i -U(I

E s e t E, IT 1 JxCC



convert temp to-slm()

/*convert 2 pixels into an eight bit charact-er for addrk,-ssiii ;,VSK

printf("creating SLM format \n");
for(x=O; x<128; x+±)

fo~r(j=O; j<16; j++)

slm[x][4*j} ]=8*tempJ1248*j]LX]+-4temp[i28j''x)]252 :

slm[x] 4*j±31=l28*retcmprl2Q-8*j]Fx]+64temp1218;,'j<.±6

write to-slrn()

/-,'rite the SLMA array to the SLM*/
char far *semetex:
semetex =(char far *) OxbOOOOOOO:
prinrf (';writ inE, to the SI-M \W'):
for(j=O; J<16: j+±)

for(x>=Q; x<128: x++)

-'-(semete:x+i) s1m~xI [4*jl
*k(semetexfi) =slmfxI [1+4*j -
*-(sernetex+j) =s1mnrx72-+4' Z4

-A ( seme rCx + i s I in 1 X +



/* RED LRT1.C
7* i

7* AIR FORCE INSTITUTE OF TECHNOLOGY

/* PROGRAM FOR REDUCING FILES USED IN THE COORDINATE TRANSFORM JTC
by Capt John Cline

September 30, 1989
7* *k/

/*This program reduces a ii0x456 TARGA file to 55x128 for display on

/*the SLM in the joint transform correlator. The reduction is done *
/*by averaging 2 for 1 vertically and 4 for I horizontally. Zeros

/*are added on the left and right sides. The file is stored as N1,

/*"scenelrt" This new file is a reduced version of the log polar
/*coordinate transform of a scene's Fourier features. It will be

/*binarized in another program, then used as an input to the joiit
/*transform correlator.

-include "stdio.h"

ginclude "string. h"
=include "math.h"

char targhead[] = ('\x00', '\x00' '\x03', '\xO' '\xOO', '\xO',
'\xOO', '\xOO', '\xOO', '\xOO' '\xOO'. ",Xou'.
'\x80' , '\xOO', '\x57', '\xO0' '\xW08',

unsigned char inbuffer[llO][456], outbuffer[55][128]"

int combined, i, j, k, ii, jj;

FILE *filel, *file2;

void main()

printf("reducing Irt of scene\n");

/*open files and handle headers*/
fi le l=fopen( "\,t arga\\grabl rt . tga" . "r"•

fseek(filel,18,0);

file2-fopen("\\targa\\scene.irt","wb")

fwrite(targhead, 18, 1. file2)

/"read data in, reduce, and output*/

fread(inbuffer, 1, 50160, filel):

for(i 0: i<110; iF 2)

for(j--0; j<4 6: jtn4)

omhined- (W

for(ii -i: ii. Wi : ii )

combinuedi inhuffterlii jdj k]



outbuffer~i/2}[j/4+71=(combined+4)/8:

fwrite(outbuffer, 7040, 1, file2);
fclose(filel);
fclose(file2);



/* FT TEMP.C
7* *

AIR FORCE INSTITUTE OF TECHNOLOGY

PROGRAM FOR BINARIZING FRINGES THE FOURIER TRANSFORM
by Capt John Cline
September 30, 1989

7* *

/*This program binarizes the Fourier transform of the original scene */
/*input to a coordinate transform joint transform correlator (before */
/*coordinate transforming). There are two input files "ft_temp.tga" -/
/*and the system bias file "fterase.tga" (created by detecting the */

/*Fourier transform of a blank MOSLM). The bias file values are '/

/*subtracted from those of the scene file and the result is binarized*i

/*on five times the average difference (you may want to look at
/*alternative binarization techniques). The binary array is stored </
/*in TARGA format as "ft temp.bin" and is displayed to the MOSLM f('i-
/*log polar coordinate transformation.

-include "stdio.h"

ginclude "string.h"

;include "math.h"

int maxvalue, i, j, k, test, x, y, col, row, index;
float combined, thrshld=O:
unsigned char bufferin[128j[128], temp[128][128]
unsigned char targabuffer[128] [128], slm[128 [64]'

char targhead[18]

FILE *filel"

void main()

prepare_slmo;

//*get template file*/

filel=fopen("\\targa\\fttemp.tga","rb")

printf("\n\nreading in data \n"),
fread(targhead,l,18,filel)" /read hcid.r
fread(bufferin,l,16384,filel)'

fclose(filel)•

/*get erase file*/

file1=fopen("\\targa\\ft erase.tga", rb")
fsepk(file] ,18,0)"

fread( targabuffer, 1. 16384, filel)"
fclose(filel)-"

/*calculate thre ,lold by f indillg average dif f lr ,1c

for(row-O row<:128 roww++)

tor(col O) co1<128" col )

2 )



thrshld+=bufferin[row] [col]-targabuffer[row] [col];

thrshld=5*thrshld/16384;

/*binarize pixels based on threshold for difference*/

for(row=O; row<128; row++)

for(col=O; col<128; col++)

combined=bufferin[rowj [coll-targabuffertrow]l~coli;
if(combined<=thrshld)

targabuffer[row] [col]=OxOO;

else

targabuffer[row] [col]=Oxff;

/*save binarized version *
filel=fopen("\\targa\\fttenp.bin", ,b)
fwrite(targhead, 18, 1, filel);
fwrite(targabuffer, 16384, 1, filel);
fclose(filel);

convert targabuffer_to tempo;
convfrt temp to_slm(),
write_ to-slmo;

prepare slm()

char far *-selnetex;
semetex = (char far k)OxbOOOOOOO;
*k(semetex±0x800)=l Ic;~r I

c onvert targahuff er_- to-- teipo

for(i=O; i<128; i±±)

for(j-fl; j<128; j++)

i f (ta rgab If f e r i ] j~ (JX()) temp [i [j VO I
elIse Lemp i -xo)



convert_temp to slrn(

/*convert 2 pixels into an eight bit character for addressing the SLM-,'

printf("creating SDM format \n");
for(x=O; x<128; x++)

for(j=O; j<16; j++)

slrn[x][4*jl =2*temp[126-8*j][xj+temp[l27-8*j]fl+252;
slm[xl4j+1l8*temp[24-8*jix+4*temp[125-8*j][xl+243;
slm[xl[4*j+2]=32*temp[i22-8*j][x]+l6*temp[123-8*j][x]+ 2O?;
slm~x][4*J±3]=l28*temp[l2O-8*j1[x]±64*temp[l2l-8*jlfxli63:

write-to-slm()

/*Write the 5114 array to the SLM4*/

char far *semetex;
semetex = (char far *) OxbOOOOOOO;
printf("writing to the SRI \n");
for(j=O; j<16; j++)

for(x=O; x<128; x++)

i~x+128*j;
*(semetex-i) = sim~xi [4*j]
*(semetex+i) = slm[x] [l±4*j]
*(semetexi) = slm~x][2+4*j];
*(semetex+i) =slm~Ix][3+4*j]

*(semetex+Ox8O1)=l;

/* -A



/* RED LRT2.C

AIR FORCE INSTITUTE OF TECHNOLOGY
/* PROGRAM FOR REDUCING FILES USED IN THE COORDINATE TRANSFOILM R.1-

by Capt John Cline

September 30, 1989

/*This program reduces a 110x456 TARGA file to 55x128 for display oil
/*the SLM in the joint transform correlator. The reduction is dolw V
/*by averaging 2 for 1 vertically and 4 for 1 horizontally. Zeros
/*are added on the left and right sides. The file is stored as
/*"template.lrt". This new file is a reduced version of the log
/*polar coordinate transform of a template's Fourier features. It */
/*will be binarized in another program, then used as an input to the */

/*joint transform correlator.

;include "stdio.h"
=include "string.h"

;include "math.h"

char targhead[] = J'\xOO', '\xOO', '\x03', '\xO0', '\xO0', '\xO0',
'\xOO', '\xOO', '\xOO', '\xOO', '\xOO', '\'-:00',
'\x80', '\xOO', '\x37', '\xOO', '\::08' '\ o()'

unsigned char inbuffer[ll0][456], outbuffer[55][128]:

int combined. i ii, j

FILE *filel, *file2;

void main()

printf("reducing Irt of teinplate\n");

/*open files and handle headers*/

filel=fopen( "\\targa\\grablrt.tga" "rb")
fseek(filel,18,0)"

file2=fopen( "\\targa\\template .Irt","wb")
fwrite(targhead, 18, 1, file2)"

/*read data in, reduce, and output/

fread(inbuffcr, 1, 50160, filel)
for(i=O; i<110: i-4=2)

for(j=0' j</'50 J+ 4)

for(i i " ii<i ;)" iii )

for( j : j.C j+" j )

comini fed+ -i hUff C F i i ] J

')%



outbuffer[i/2] [j/4+s7]=(combined+4)/8;

fwrite(outbuffer, 7040, 1, file2);
fclose(filel);
fclose(file2);



/*************************************************-,*********',;;;;;;**/

/* LRT-COMB.C

AIR FORCE INSTITUTE OF TECHNOLOGY
7* INPUT DISPLAY TO LOG POLAR JOINT TRANSFORM CORRELATOR
7* by Capt John Cline

SEPTEMBER 30, 1989 '/
I* *7

/*This program combines two 55x128 pixel TARGA files, "scene.lrt" and*/
/*"template.lrt", to form a single binary file "lrtcomb.tga". These*/
/*two grey scale input files represent the log polar coordinate *7
/*transform of the magnitude of the Fourier transform of a scene and */

/*template respectively. A third frame "erase.Irt" is the coordinate*/
/*transform of an erased MOSLM, and represents a 'system bias' This*/
/*system bias is subtracted from each of the other two inputs, and */
/*binarization is based on the mean value of the active region *7
/*(a 55X114 pixel area in each file) of these two files after the */
/*subtraction. Zeros are used to fill in various unused regions of */
/*the 128X128 "irtcomb.tga" file. After creating this binary file, ",/
/*it is written to the SLM to begin a joint transform correlation */
/*using coordinate transformed magnitude of the Fourier transform */
/*features.

*/

=include "stdio.h"

=include "string.h"

float thrshld=O:

int i, j, x;
unsigned char slm[128] [64], targabuffer[128] [128], erased[55] [1281
unsigned char temp[128] [128];
char targhead[] = {'\xOO', '\xOO' , '\x03', '\xOO', '\xO0', '\xO0'

'\xO0', '\xO0', '\xO0', '\xO0', '\xO0', '\xO0',
'\x80', '\xO0', '\x8O', '\xO0', '\x08', '\xOO'L

FILE *filel"

void main()

prepareslmW;

printf("reading data\n");
file 1=fopen( " \\arga\\te lnp l at e irt' "rb")

fseek(filel,18,0)-"

fread(targabuffer,l,7040,filel);
fclose(filel)"

filel=fopen ("\\targa\\scene. Irt" , "ri");

fseek(filei ,18,0);

fread(&targabufferf73 FO ,1.7040,.fi lel
fclose(filel)"

258



filel=fopen("\\targa\\erase. irt","rb');
fseek(filel,18,0);
fread(erased, 1,7040,filel);
fclose(filel);

printf("calculating thresholds and binarizing\n");
for(j=7; j<121; j+4-)

for(i=0; i<55; i++)

thrshld±=targabuffer[i] [j]-erased~i] [j];

thrshld=thrshld/6270;

for(j=7; j<121; j++4)

for(i=O; i<55; i++)

if(thrshld<cargabuffer[i] [j]-erasedti][j ])
Largabuffer[i] [j j=Oxff;

else targabuffer[i] [j]=OxOO;

thrshlcl=0;
for(j=7; j<121; j±+)

for(i=0; i<55; i±+)

thrshld+=targabuffer[i±73]]j ] -erased[ij [1

thrshld=thrshld/62 70;

for(j=7; j<121; j++)

for(i=0; i<55; i+±)

if(thrshld<targabuiffer[i±73] [j [-erasedli, [j)
targahuffer~i+73][jj =Oxff;

else targabuffer[i±73J [j ]=OxOO;

for(j=0; j<7; ji-+)

for(i=0; 1<55; i++)

targahufferi+73[j=OxOO:
targabuiffer] i4/3] ii 121 ]=Q-xoO

959



filel=fopen( "\\targa\\lrt comb. tga" b)
fwrite(targhead,18,l,filel);
fwrite(targabuffer,l,16384,filel);
fciose(filel);

convert targabuffer_to tempo;
convert temp to_simo;,
write-to-simo;

prepare slm()

char far *semetex;
semetex (char far *)OxbOOOOOOO;
*(semetex+Ox8OO)=1 /*clear sr~

convert targabuffer to tempo

for(i=O; i<12 8; i++)

for(j=-O; j<128; j++)

if(targabuffer[i][JI==OxQO) temp[il[j]=OxOl;
else temp[i][J]=OxOO;

convert_ temp to slm()

/*convert 2 pixels into an eight bit character for addressing Hie S2V

printfy'creating SLM formnat \n");
for(x=-O; x<128; x±±)

for(j=-O; j<16; j+±)

slmI~x][4*j ] 2*temp[l26-8*j ] [x]+temnp[2/-8*
slm[x] [4*j+l]=8-ktejnp[124-8--j ] x]44temp[12. S ] N 42Ix'

slm[x] [4*j+3]=128*temp[12O-8*jx)!tm 16.8~x+U



write-to-slm()

/*Write the SLM array to the SLM*/
char far *semetex;
semetex = (char far *) OxbOOOOOOO;
printf("writing to the SLM \n");
for(j=O; j<-16; j++)

for(x=O; x<128; xi-+)

i=x+128*j;
*(semetex+i) = slm[x][4*j];
*(semetex~i) = slrn[x][1±4*j];
*(semetex+i) = slm[x][2+4*j];
*(semetex+i) = slm~x][3+4*j];

*(semetex+0x801>4;



7* TOP-LRT.C *7

7* AIR FORCE INSTITUTE OF TECHNOLOGY ,

7* SCENE ONLY DISPLAY TO THE JOINT TRANSFORM CORREIATOR

7* by Capt John Cline

SEPTEMBER 30, 1989
1- */

/*This program displays only the scene half (upper 71x128 pixels) of *I
/*the TARGA file "irtcomb.tga" onto the SLM. This program is part *7
/*of the coordinate transform joint transform correlator, and is run ,.

/*after the scene and template have been displayed together. *7

4include "stdio.h"
=include "string. h"

int i, j, x;
unsigned char sln[128][64], targabuffer[128][128], temp[ 128'1'28 '

FILE *filel;

void main()

prepareslmo;

/*read in scene half only*/

filel=fopen("\\targa\\Irt_comb.tga","rb"):
fseek(filel, 7314,O)"
fread(&targabuffer[57][0 ,l,9088,filel)"

fclose(filel);

convert targabuffer_ to tempo;
convert temp_ to_slm(;

write to slmo;

prepare_slm()

char far *semetex;

semetex = (char far*) OxbOO00000;
*(semetex+OxSO)=i "c'ei" ml.,

convert: targahuffer to tempo

forti O; i<128 i++)

for(j -(0; j<128: j )

ifit,-.g<-bu tf ve cr i i] - { tenp ' i ! }-,:I



else terp[i][j]=OxOO;

convert_temp to slm()

/*convert 2 pixels into an eight bit character for tdir;ii;he S2

printf("creating SLM format \n");
foi(x=O; x<128; x++)

for(j=O; j<16; j++)

sim~x] [4*j] =2*temp[l26-8*j]3[x]+4tep12-8j x f +253

slmfx]34*j1=18*temp,'248j[x] 4*rezn p25-8;'cjx>?

write to-sli()

/*Write the SUM array to the L/
char far *semtex;
semetex = (char far *) OxbOOOOOOO;
printf("writing to the SLM \n")-,
for(j=O: j<16: j±+)

for(x=O; x<128; X+4)

*(sernetex4-1) =slP[\1 4 *j j

*(5CvrWtf4 s 1m 2+ 4*ji

*(semete +i) sIf[ I a 3±+4

s C e t Ex(:.F 100 I



/* BULL-LRT.C

7* AIR FORCE INSTITUTE OF TECIINOLOG(Y
7* CORRELATION PEAK LOCATOR FOR THlE JOIN'1' TRANSFORM 'URL
7*USING LOG POl-A-R COORDINATE TRANSFORM INPUTS

7* by Capt John Cline
7* September 30, 1989

/*hsprogram finds the top 15 va lues in the top andl)()l cc . .-.

/*correlation regi.ons of. the joint tranisform corre 1 itorcrr-i w
/*plane- file ":r.I ' ~ rewrlce.- the coi-reit ion V: i
/*crosshairs at these pea.. location ;n' ii(- c, r:c ss tcorrc' ,,ion ll i

//-to che file "max. irt". It also displays "11e roordlifritc 1;! 91
/*of these peaks on the computer mnoni tor.

:-nirc I ode " s t r i iig h

:inc 1. de ''mz h . h,

iTi* i, j, k, ii, j top .s ,0, bort est -

xr b 19; xt[5h V ulb '151:

*1 i~ ili e d c,1- L a rl i e ad 18 ) ui g oi t tr -r: "I

i pfll( rl 0 t 16 bOp' 1, I tob ot I

I tI in a ot 1 vo' 1 ues~ i

opv! I i1t

fi 1



for(j=O; j<128; j++)

targabuffer[i] [j =OxOO;

/*locate the 15 max values on the top*/

for(i=150; 1<200, ii+)

for(j=O; j<128; j+i-)

if(tzargabuffer~i] [j].>=lOO)

if(toptest<15) toptest++;

k l4;
while(targabuffer~I] [j J >topvailue[k] &&k> 0)

topvalue[k±-1]topvalue[kl;
topx~k-+ij=topx[k];

topy~k±1]=topy[k];
topvailtuej k'j=targahluffer[1 I ]
topx[k>=j,
topyvkr _

/-Alocate 15 max values on the hottoin*/

for(J=1): J<128- j++)

i h f( 1agl~fe ei Fj f , -i j n 1-('k V

botVI\Aek4t' k I Lo- " I1(k
bot k ii I ho,: i' ,

b( k I bo t k,
t t :



for(j=O; j<bottest; j++)

for(i=-3; i<4; 14+)

targabuffer[boty[j ]±1][botx[j] j"OxOO;
targabuffer[boty[j] ][botx[j ]+i]=OxOO;

for(j=O; j<toptest; j++)

argabffe-toy; i<4; itpxj] .O)O

targabuffer[topy[j ] 3 [topx[j ]i-OxOO;

printf('writing correlation file\n');
fil 4=fopen( "\\targa\\max. Irt'"wb');
fwrite(targhead,18,1,filel):
fwrite(targabuffer,25600,l,filel);
fclose(filel);

for(i=O; i<15; i++)

print f("%u\t%u\t%u\t~u\lt%u\t%ut\n',to px ij topvi p.~In

printf ("press any key to continue")
getch()I



7* DISPLRT.C

AIR FORCE INSTITUTE OF TECHNOLOGY
7* INPUT FILE MAKER FOR THE COORDINATE TRANSFOP-M JT(;

by Capt John Cline
7*September 30, 1989"/

/*This program creates an array with two squares, one of which (l ~
/*scene) whose size the user can specify, and saves them ini tie ,
/--'file "display2. tga" . This file will be used to correlaite in the 2t

/-,'coordinate transfcrm feature space. The programs DISPT1'l1. C (u ;k-d
/ ':n the JTC) and DISPBOT. C will display these two pat terti; on t lii
/*MOSLM one at a time, so their Fourier features cani be col 1((t ed. 2

=include "stdio .1
;tinc lude "strinig. K'
4include "math.h"

int col, row, length;
char targhead[ '\xOO' , '\xOO' , '\x03' , '\x00' , 'xO

unsigned char targa[l28] [ 1281

FI LE *f ilelI

void main()

/--get- square lengths and open fl*

printf( "Enter scenie square Iength of side (odd & iii:i: of )
scaif (" V' , &lengthi);

prinitf( "calculatinig\ni",
/--zero the uuatrix*/
for(cohl; col.<128; col+i+)

for (row-<K) row<128: row.,it

f rcoI '6 4 (1'. 1 - 1) oI i( 1- ) c

f or (i 1- IW4 - (~t1- 11/ '1 n

for ( r~I (-C co~ Il-I 2 o IctthI2 .



/*write the template square*/
for(col=57; col<72; colht)

for(row=15; row<30; row++)

targa~row] [colj=255;

/*save TARGA file*/
printf("writing TARCA file to rarga\\display2.tg;n")
filel=fopen( '\\targa\\display2. tga",wb");
fwrite(targhead, 18, 1, filel);
fwrite(targa, 16384, 1, filel);
fclose(filel);



/* LRT-180.C

AIR FORCE INSTITUTE OF TECHNOLOGY
INPUT DISPLAY TO LOG POLAR JOINT TRANSFORM CORREIATO,

by Capt John Cline
P. SEPTEMBER 30, 1989

/*This program combines two 55xl28 pixel TARGA files, "scene. lrt." ,,nd.'
/*"teminate.irt", to form a single binary file "lrt comb.t na". Th'q;,A<

/*two grey scale input files represent the log polar coordinat.-

/*transform of the magnitude of the Fourier transform of a scene and
/*template respectively. A third frame "eraselrt" is the coordinate-
/*transform of an erased MOSLM, and represents a 'system bias'. This*/
/*system bias is subtracted from each of the other two inputs, and 01

/*binarization is based on the mean value of the active region 0,

/*(a 55X114 pixel area in each file) of these two files after tlh
/*subtraction. Zeros are used to fill in various unused region:; cf

/*the 128X128 "irtcomb.tga" file. After czeating this binary file,
/*it is written to the SLM to begin a joint transform correlation
/*using coordinate transformed magnitude of the Fourier trarnsorm
/*features. THE DIFFERENCE BETWEEN THIS AND LRT-COMB IS THAT ONIY
/*ABOUT THE CENTER 180 DEGREES OF THE 360 TEMPLATE IS USED.

ginclude "stdio.h"

Pinclude "string .h"

float thrshld=O;

int i, j, X"
unsigned char slm[l28][64], targabuffer[128112g e8 ae 25
unsigned char tempi128] [128]

char targhead[] = ( '\xOO' , '\xOO' ,,'x03', '\xO ' , '\x,:(
'\xO0' '\x00' . ..0 00'', 'Q,00. ' '\X00' ,, : \ZH '.
'\x8O ' , '\xOO', ' \x80', ' \xOO', ' \x08 , ' '

FILE *filel

void main(

prepare slm()

printf("reading data\n")
filel=fopen("\\targm\\teiplat. lrt"."rh")
fseek(filel, 18,0)"

fread(targabuffer,1,7040,filel)'
fclose(fi le )•

fil el~~foh n(,"\t atga>\\5cen. l . ..." rb")

tseek(filel, 18,0)
fread(&targabuffer[ 73 [ 0 ] ,I, 7,040,filel);
f lo v ( f i el)

, 6,



filel=fopen("\\targa\\erase.lrt",'rb");
fseek(filel,18,0);
fread(erased, 1,7040, fiel);
fclose(filel);

printf("u.1culating thresholds and binarizing\n");
for(j=7; j<121; j+±)

for(i=0; 1<35; i±±)

thrshld±=targabuffer[ ii[j -erased[ i] [j]

thrshld=thrshld/62 70;

for(j=7; j<35; j++)

for(i=0; i<55; i+±)

targabufferji]j j=OxOO;
targabuffer[i] [l27-j]=000:

for(j=35; j<93; j±+)

if(thrshld<targabuffer[i} [ji -eraisedI ij[j)
targabuffer[ i[[jj=Oxff;

else targabufferi [j1=OxOO:

thrshld=0;

for(j=7; j<121; j++)

for(j-O K55 it*)~ )

1(t rsh d-t -gbuffer + 73 [j - rsdi

thrshd~thshld62/0



for(j=O:. j<7; j++)

for(i=O; i<55; i++)

targabufferi [j ]=OxOO;
targabuffer[i] [j+121]=OxOO;
targabuffer[i+73} [j 1=OxOO:
targabuffer[i±731 [j+121]=OxOO;

/*write the binary file*/
filel=fopen("\\targa\\lrt comb.tga", wb");
fwrite(targhead,18,1,filel);
fwrite(targabuffer,1,16384,filel);
fclose(filel);

convert targabufferto teppo;
convert-temp_ to-slino;
write to simo;

prepare _slm()

char far *semetex;
sernetex =(char far *) QbOOOQOG:
*(semetex+0x800)1 C cI -

convert_ targahuffer-to_ temppo

for(j~kO: j<128: j-+)

else temp~i! H ]=OxO;

corivert t U1) to si n(

/-.olot ) pix--els into anl eighft Ihi: fohfC~r 'vddtlc&-SiC, -T-

print f "c rea ilng SL.M foricl't \11"
f 01( x -0 ) x 12 8:- x 41

for j (); j-. 6 iii)



slm[x][4*j] =2*temp[126-8*jJ[x]+temp[127-8*j][xjt252;
slmix]I4*j+1i=8*terp1124-8*j][x1+4*temp[125-8*jllx +243 ;
slm[x][4*j+2]=32*temp[122-8*j}[xj+16*ternp[123-8*j]j>:420O7;

write-to-sln(

/*Write the SLM array to the SLM*/
char far *semetex;
semetex = (char far *) OxbOOOOOOO;
printf("writing to the SLM \n");
for(j=O; J<16; j+±)

for(x=O;l x<128; x++)

i=x+128*j;
*(semetex+i) = slm[x] [4*j]3
*(semetex+i) = simjx]11±4*jl-;
*(semetex+i) = slm[x] [2+4*j]3
*(semetex~i) = slm~xl[3+4*jl;

X(seipetex+0x801)=4-



/* LRT-NEG.C /

7* AIR FORCE INSTITUTE OF TECHNOLOGY
INPUT DISPLAY TO LOG POLAR JOINT TRANSFORM CORREIATOR /

7* by Capt John Cline
7* SEPTEMBER 30, 1989

/*This program combines two 55x128 pixel TARGA files, "scene.lIrt" and/
/*"template.lrt", to form a single binary file "Irt comb.tga". Thesei
/*two grey scale input files represent the log polar coordinate /

/*transform of the magnitude of the Fourier transform of a scene and /
/*template respectively. A third frame "erase.irt" is the coordinato /
/*transform of an erased MOSLM, and represents d 'system bias' TI". is
/*system bias is subtracted from each of the other two inputs, and
/*binarization is based on the mean value of the active region

/*(a 55XI14 pixel area in each file) of these two files after the /

/*subtraction. Zeros are used to fill in various u ilsed regions ot
/*the 128X128 "Irt _comb.tga" file. After creating this binary file.
/*it is written to the SLM to begin a joint transform co-relation '

/*using coordinate transformed magnitude of the Fourier transform '/
'*features. THE DIFFERENCES BETWEEN THIS AND LRT-COMF" ARE THAT ONL' 1"

/*ABOUT THE CENTER 180 DEGREES OF THE 360 TEMPLATE IS USED, AND TilE */
/*TEMPLATE IS NEGATIVE.

=include "stdio.h"
zinclude "string.h"

float thrshld=O;

int i, j, X;
unsigned char shin[128][64], targabuffer[128'[128] c rasi;w , I)5 1?s
unsigned char temp[128[[128"
char targhead[ = { '\xOO' , '\x00', '\x03' '\xOO' "\:.: ' :

'\xOO', '\xO0', '\xO0' '\xO0'' '\X- J' ',
'\x80', '\xO0', '\x80', '\xOO' '\x 8' " ,

FI!E *filel"

void inain()

prepare sire)

print f( "reading data\n")
tile fopen ( "\ta rga\ \tenpIa te Ir t" ," c-b"

fseek(filel,18.O)-"

fread(targabuffer , i , l1040, file 1)"
fclose(filel);

filel1 fopen ("\\ ta rga\SC ne, lrct " , " rO"
tscek(filel, 18,0);

fread(&targabuffer[ 73] ][7 ,1, 7010),fIi I
fcelose (filel1);

27;3



filel=fopen("\\targa\\erase.lrr","rb")
fseek(filel,l8,0);
fread(erased,1, 7040,filel);
fclose(filel);

printf("calculating thresholds and binarizing\n")-
for(j=7; j<12l; j±+)

for(i=0; i<55, i++)

thrshld+=targabuffer~i}(j1-erased~l][j -

thrshld=thrshld/62 70;

for(j=7; J<35; j++)

for(i =0; i<55; 14i)

targcihuiffer V[127-j >QxO :).

for(j=35; j<,93; j-Pt)

targabufferI i [jj =OxO;
else targ~buffer[ il'j ]Oxff;

thrshld=0;

for(i=0; i<55; i+4-)

thrl; dt targbuffe i473[j- erasLdi j

thrshlc tliislIld/6)/C):

f'or(_j-/ j<-121 ; j -f)

e targabf fer ii71 ]-Ox



for(j=O; j<7; j++)

for(i=O; i<55; i++)

targabuffer[iJ [j ]=OxOU;
targabufferil ~j+1211OxC'O;
targabuffer~i+73Q I]=OxOG;
targabuffer' 1473] +121J=OxOO;

/*write the binary file*/
filel=fopen('\\targa\\Irt_comh.tga","wb");
fwrite(targhead,18,1,filel);
fwrite(targabuffer,1,16384,filel);
fclose(filel);

convert targahufferto tempo;
convert temp to_slm()
write_ to_ simo;

prepare_ slm()

cha~r far *seme tex;
sernetex - cbzir ~r V) 00bOOOOO0;
*(senetexOx8U ,=1: Ak SO

convert targabtiffer_ to _tempo

for(i-0, L<128; iff-)

for(j=O; j<1281 jW~±

if(targahuffertQi [j]==OxOO) temp5 i'j -(':.:)
else temp] i lji ]fl(!oo

conver t temp to - Im(

,<conk'ert~ 2 pixels into an eight bi cimaractrt fov jdL2t nn> A , I'

printf('cruating SIN4 formart vu)
for(x-0O X<128; X

4 t)



for (j=0 - j-c16; j+-4)

slin [ x][4*j] x]temp[16*~Jtip12-8*j 22
slm[xl [4 j 1 =* e p 2 -* x 4-tm [1 58 _ x'i'-
slr[x] [4*j+2]=32*teinp[ 1228*j 1 x]i I6*temp1238---,j . 'x

write-to-slm()

/*Write the SLM array to the SLM*/
char far *seipetex;
semetex = (char far *) 0>10000000;
printf("writing to the SLM '\n")
for(j=0;1 j<1L6; j+4-)

for(x-0; x<128; xt±)

i=xi128--j
*(semetex+i) =slrn[x][4-j!

*(semetex~i) =slrn~x} F-+4*-j]
*( seie cex-+i ) = s I xj {2+4*j

*(seinetex4-i) - sim'xj f34-*j]

*(semetex+0x8OI)=1;

A~~ ~ ~ A ()-k...
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